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Abstract

This is a thesis in an area of theoretical computer science and mathematical logic known as game semantics. The idea behind game semantics is to model a program or proof interactively as a strategy in a game, taking the form of a stimulus-response behaviour for Program against Environment, or for Prover against Refuter. By capturing the meaning of programs and proofs in an abstract, syntax-free form, the hope is to further our understanding of programming languages and logics.

The calculus of concern in this thesis is system $F$, also known as the polymorphic or second-order lambda calculus. From a computer science perspective, system $F$ embodies (parametric) polymorphism, the idea that a function is so schematic that it works on all datatypes. For example, the reversal of a list is independent of the types of its elements. From a logical point of view, the calculus is (propositional) second-order intuitionistic logic, which can express second-order quantification. For example, the statement “every non-empty set of positive integers has a least element” quantifies over sets rather than mere elements of sets.

This thesis introduces a game semantics of system $F$ called the hypergame model, the novelty being the introduction of second-order moves. A type is interpreted as a board on which to play a game, and a hypergame is an ‘interleaving’ of games on one or more boards. A second-order move consists in the introduction of one or more new boards. Computationally, the introduction of a board models the instantiation of a polymorphic function at a type, and logically, it models the instantiation of a universally quantified proof at a proposition.

The uniformity of system $F$ polymorphism is captured by the fact that the boards of second-order moves by the opposing player are ‘hidden’ from view. The only way to play on a hidden board is by using a ‘copycat’ strategy. Thus syntactic uniformity, ‘works the same way whatever the type’, corresponds to game-theoretic uniformity, ‘plays the same way whatever the hidden board’. Back at the level of the syntax, during interaction of strategies this copycat can be seen as $\eta$-expansion after type variable instantiation.

The main theorem is that the hypergame model is fully complete. Informally, full completeness means that the model matches up with the syntax ‘perfectly’. Technically, every strategy in the model is the interpretation of a term of system $F$.

The hypergame model first appeared in preliminary form in Logic in Computer Science 1997 [Hug97].
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Chapter 1

Introduction

Denotational semantics is a programme of research in theoretical computer science pioneered by Scott and Strachey around 1970 [Sco72, Sto79, Gun92]. It is aimed at providing abstract, syntax-independent characterisations of program behaviour. A long-term goal of the ongoing research in denotational semantics is to abstract and formalise the basic structures and concepts of computation—procedures, loops, recursion, objects, sequentiality, concurrency, and so on—to provide a firm foundation for software engineering and programming language design and implementation. Analogously, by successfully abstracting and formalising the basic concepts of mechanics such as velocity, gravity, and momentum, physics provided a firm foundation for civil and mechanical engineering that has been used for centuries.

The programming concept of concern in this thesis is polymorphism. A function or program is polymorphic if it can take arguments of a variety of types. An example is the reversal of a list, which is defined irrespective of whether the elements are integers, characters, or of any other type. More specifically, we concentrate on parametric polymorphism, as distinguished from ad hoc polymorphism by Strachey [Str67]. A polymorphic function is parametric if it behaves uniformly across all types, as with list reversal, which works the same way regardless of the type of the elements. Other examples include templates in the programming language C++ and polymorphism in functional languages such as ML. An ad hoc polymorphic operation works differently at different types, for example, the print functions of C or method overriding and overloading in object-oriented languages such as Java.

System $F$ is a canonical calculus of parametric polymorphic functions. It is an extension of the simply typed lambda calculus with an abstraction operation on types, and is also known as the polymorphic or second-order lambda calculus. Abstraction on types is extremely powerful, and in particular any inductive datatype (natural numbers, lists, etc.) can be defined in system $F$. The system was introduced in the context of proof theory by Girard [Gir71], but was discovered independently in computer science by Reynolds [Rey74]. The terms and types of system $F$ correspond respectively to the proofs and propositions of propositional second-order intuitionistic logic, via a Curry-Howard isomorphism [How, GLT89b]. This thesis, therefore, can be placed in either of two fields: theoretical computer science or mathematical logic.

Models of system $F$. The abstract, syntax-independent characterisations of programming languages and logics sought in denotational semantics are commonly referred to as models. Models of system $F$ do not come about easily due to a circularity in the types known as impredicativity: the type $T$ of a polymorphic function that works "for all types
\(\alpha\)' is semantically some kind of indexed product \(T = \Pi_{\alpha \in \text{Types}} \alpha\), and since \(T \in \text{Types}\), \(T\) is in its own indexing collection. In particular, Reynolds proved that no classical set-theoretic models could exist [Rey84], though Pitts showed how to relax this in constructive set theory [Pit87].

In nearly three decades of research only two classes of syntax-independent models of system \(F\) have been found, domain models [McC79, Gir86, CGW89], and realizability models [LM84, HyI88]. Domain models adapt Scott’s techniques of approximation and continuity originally used to model the lambda calculus [Sco72]. Research on realizability dates back decades, to well before the discovery of system \(F\) (see [HyI88] for a survey). In the light of impredicativity, these two classes of models represent a substantial achievement in denotational semantics. However, none of the models manage to capture system \(F\) accurately, because of additional undesirable elements not corresponding to any term of the calculus. In particular, the domain models contain elements which contradict the spirit of parametricity [O'H96].

**Full completeness.** In 1992 Abramsky and Jagadeesan [AJ94] introduced the term *fully complete* to describe a model of a logic free from undesirable elements. Full completeness refines ordinary completeness with respect to provability to a completeness with respect to proofs: every element (morphism) of the model corresponds to a proof of the logic. In Lawvere-Lambek categorical logic [Law69, Lam68] a model is a (structure-preserving) functor, and the terminology “full completeness” comes from requiring the functor to be full. Fully complete models provide accurate, syntax-independent characterisations of proofs and normalisation. The related concept in the realm of programming languages is known as *full abstraction*. Abramsky and Jagadeesan’s full completeness result for multiplicative linear logic [AJ94] stimulated the search for full completeness results for a wide variety of calculi, using a wide variety of techniques. Perhaps the earliest result of this kind, preceding even the terminology “full completeness”, is for the simply typed \(\lambda\)-calculus [Plo80].

**Game semantics.** Recently a style of denotational semantics known as game semantics has emerged, with an impressive track-record of fully complete models of logics and fully abstract models of programming languages [HO93, AJ94, Nic94, AJM94, HO94, AM95, McC96b, Ong96, AM96, HY97, Lai97, AM98, AHM98, MO99, HM99, AM99b]. The idea is to model a program or proof interactively as a strategy in a game, taking the form of a stimulus-response behaviour for Program against Environment or for Prover against Refuter.

Game semantics represents a shift in perspective from the *static* to the *dynamic*. For example, in a model based on sets and functions (including domain and realizability models), a function \(F : (X \rightarrow X) \rightarrow X\) has instant access to the whole (possibly infinite) input-output graph of an argument function \(g : X \rightarrow X\). By contrast, in game semantics, \(F\) can obtain information about \(g\) only by repeatedly testing its input-output behaviour as a ‘black box’. In fact, game semantics is even more interactive than this example may suggest: strategies are like processes, and composition is a form of ‘parallel composition with hiding’, in the sense of concurrency theory [Hoa85].

In 1989, before the emergence of game semantics, Girard [GLT89b] wrote\(^1\):

> ... denotational semantics of programs abound: for this kind of semantics nothing changes throughout the execution of program. On the other hand, there is hardly any civilised operational semantics of programs (we exclude ad hoc semantics

\(^1\)In this passage, read denotational as static and operational as dynamic, a pattern which was set up by the author in the preceding section.
which crudely paraphrase the steps toward normalisation). The establishment of a truly operational semantics of algorithms is perhaps the most important problem in computer science.

Game semantics can be seen as a significant step towards such a semantics of algorithms. A celebrated achievement of game semantics is the furthering of our understanding of higher-type extensional sequential computation, with the fully abstract PCF models of Abramsky/Jagadeesan/Malacaria [AJM94], Hyland/Ong [HO94], and Nickau [Nic94]. PCF is an idealised functional programming language with if-then-else, basic arithmetic, and recursion.

The first compositional games models appeared in the early 1990s. In computer science, the origins of ideas can be traced back to the concrete data structures of Kahn and Plotkin [KP93] (which first appeared in 1978) and the sequential algorithms of Berry and Curien [BC82]. In logic, ideas can be traced back to Lorenzen and Lorenzen [LL78]. Also influential were the games of Blass [Bla72, Bla92], Joyal’s categorical presentation of Conway’s games [Con76], and Gandy’s dialogues [Gan93]. There are links with Girard’s geometry of interaction in linear logic [Gir87, Gir89], and the interaction in abstract machines [DHR96]. For more history, see the introductions of [AJ94, Fel86, Hy97, HO94, Mc96], and for accessible introductions to game semantics, see [Hy97, AM99]. Current research includes the abstraction of strategies and interaction [AM99b, HS99], addressing the issue that mathematical representations in terms of sequences and parallel composition with hiding can be complicated and unwieldy.

**Contribution: hypergame semantics.** This thesis introduces a fully complete game semantics of system $F$ called the hypergame model, a key novelty being the introduction of a form of second-order move.

A type is interpreted as a board on which to play a game, and a hypergame is an ‘interleaving’ of games on one or more boards. Picture a chess-board, a backgammon-board, and several others, each with games running on them. A second-order move consists in the introduction of a new board into the hypergame, for example, a monopoly board, upon which play may begin at some point in the future. More precisely, let $B$ be the board interpreting the type $T$. Then the application of a polymorphic term to a type argument $T$ is interpreted by a second-order move introducing $B$ into the hypergame. Thus the hypergames model is captured by the slogan *type arguments are second-order moves.*

The uniformity of system $F$ polymorphism is captured by the fact that the boards of second-order moves by the opposing player are hidden from view. The only way to play on a hidden board is by using a ‘copycat’ strategy. Thus syntactic uniformity, ‘works the same way whatever the type’, corresponds to game-theoretic uniformity, ‘plays the same way whatever the hidden board’. Back at the level of the syntax, during interaction of strategies this copycat can be seen as $\eta$-expansion after type variable instantiation. For example, $\lambda X.\lambda Y.\lambda f.Y \rightarrow f(Y \rightarrow Y) \sim \lambda f.\lambda Y.f.Y \rightarrow f \sim \lambda f.\lambda Y.f(Y)f$.

The first-order fragment of the model is based on (the $\lambda$-calculus fragment of) Hyland/Ong [HO94] and Nickau [Nic94] PCF games. The Hyland/Ong and Nickau games models are widely accepted as being one and the same. However, we highlight a subtle and hitherto neglected difference between Hyland/Ong interaction and Nickau interaction, which turned out to be critical for the construction of the hypergames model. In some sense Hyland/Ong interaction is ‘richer’ than Nickau interaction; we elaborate at the end of Chapter 3. For technical reasons, we chose Nickau’s approach as the first-order basis of interaction in the hypergame model.

\[\text{The model first appeared in preliminary form as the extended abstract [Hug97].}\]
**Contribution:** full completeness for system $F$. We work with system $F$ with products, and the hypergames model $\mathbb{H}$ is presented categorically as a $2\lambda \times$-hyperdoctrine. The main theorem is:

**Theorem (Full Completeness)** Every morphism (winning strategy) $\sigma$ of $\mathbb{H}$ defines an $\eta$-long, $\beta$-normal term $\hat{\sigma}$, whose interpretation is $\sigma$.

Thus the hypergames model gives a precise, syntax-independent characterisation of (constant-free) parametric polymorphic functions.

One way of thinking about full completeness is that the model is isomorphic to a quotient of the syntax. The quotient induced by $\mathbb{H}$ on the product- and unit-free fragment system $F$ includes $\beta\eta$ together with the isomorphism induced on terms (because terms contain types) by identifying every type with its prenex normal form. So the equational theory of the model is very close to initial.

By full completeness, $\mathbb{H}$ is parametric, in the informal Strachey sense that every function acts ‘uniformly’. The model is not Reynolds relationally parametric, using a result of [PA93]: $\forall X. X \to X$ is not terminal. Note that the term model of system $F$ is not relationally parametric for the same reason, so this is not a symptom of non-uniformity.

As an application of the theorem, we use full completeness to reason about properties of the system $F$ encodings of products and sums, and simple inductive datatypes such as booleans, natural numbers, and lists.

**Related work.** The hypergames model is not the first games model of a polymorphic calculus. Abramsky [Abr97] obtained a model of the multiplicative linear cousin of system $F$, though unfortunately it was not fully complete. The first-order fragment of the model is based on Abramsky/Jagadeesan linear logic games [AJ94]. The new idea was to model polymorphism via the expansion of the ‘playing area’ as a game proceeds. Relative to this, the novelty of the hypergame approach in this thesis is the method by which the shape of the playing area changes, namely, by second-order moves.

At second-order Abramsky uses domain-theoretic techniques, in the form of functions between games that are continuous with respect to an inclusion ordering on the games. With regard to the static/dynamic discussion in the section earlier on game semantics, because of the domain-theoretic underpinning one could say that at second order the model is static. By contrast, the hypergames model, with second-order moves, is dynamic at second order. Consequently (and informally), in the context of this related work, the essential contribution of this thesis is as follows:

Full completeness for system $F$ can be obtained by a semantic shift in perspective from static to dynamic at second order, with the notion of a second-order move interpreting type application.

This idea of ‘type arguments as second-order moves’ first appeared in [Hug97]. Nickau and Ong have adopted the idea and are hoping to develop an alternative model based on it [NO], aiming to be closer to the original Hyland/Ong and Nickau PCF games. Upon the completion of their work, it will be interesting to study of the relationship between the two models.

Currently, Abramsky and Lehtinen are working on fully complete games models for $ML$ polymorphism, which may one day turn out to be a stepping stone towards a different fully complete model for system $F$. 
1.1. THE IDEAS IN A NUTSHELL

Hugo Herbelin is working on an abstract machine for system $F$ [Her]. On the basis of recent informal discussions, the interaction of his abstract machine may turn out to be the same as the interaction of the hypergames model presented here (restricted to the product-free case).

1.1. The ideas in a nutshell

This section covers the key ideas of the hypergames model in an informal and accessible way, hopefully making the rest of the thesis redundant for casual readers (apart from, perhaps, the conclusion, Chapter 9).

Due to its second order nature, system $F$ is rather hard to understand. It was not at all obvious where to begin the search for a games model. So the thought was this: given the multitude of existing games models of first-order calculi, can one abstract a methodology for moving from syntax to game semantics? If so, one could simply ‘plug in’ the syntax of system $F$, and a games model of system $F$ would pop out for free.

In section 1.1.1 below we outline such a methodology, motivated by analysing terms of the simply typed lambda calculus. This methodology is applied to system $F$ in section 1.1.2, the results of which yield two of the key ideas in the hypergame model: the notion of a second-order move introduced in section 1.1.4, and the copycat rule presented in section 1.1.3. Another new idea is introduced in section 1.1.5, that of a polymorphic arena, used as the ‘gameboards’ in hypergames. Finally, section 1.1.6 explains copycat between hidden arenas during the interaction of strategies back at the level of the syntax, as type instantiation followed by $\eta$-expansion.

1.1.1. The ‘top-down term’ methodology

We set out a methodology for extracting strategies from terms of the simply typed $\lambda$-calculus. The strategies so obtained turn out to be Lorenzen $E$-strategies, which were a precursor of Hyland/Ong innocent strategies and Nickau sequential strategies. Consequently, this section also serves as an informal introduction to some of the ideas behind (the $\lambda$-calculus fragment of) Hyland/Nickau/Ong PCF games, including their notion of arena as a ‘game-board’. We assume nothing more than a basic familiarity with the pure simply typed $\lambda$-calculus.

Let $\lambda^1_\to$ denote the simply typed lambda calculus with types generated by arrow $\to$ from a single base type variable, say $X$. We shall follow the usual conventions that abstraction extends as far to the right as possible, application associates to the left, and arrow associates to the right. For example,

$$\lambda f^{X\to X\to X}. \lambda x^X. \lambda y^X. fxy = \lambda f^{X\to X}. \lambda x^X. \lambda y^X. ((fx)y)$$

Here are the basic properties of simply typed lambda calculus that we shall need, which are covered by any introductory textbook on the subject, e.g., [Bar84, GLT89b]. A term is closed if it contains no free variables. A term is $\beta$-normal if and only if it is of the form $\lambda x^T_1. \ldots . \lambda x^T_n. y u \ldots u_n$ where $y$ is a variable and the $u_i$ are also $\beta$-normal terms. The variable $y$ is called the head variable. If the term is closed, $y$ is necessarily one of the $x_i$. Such a term is $\eta$-long if and only if the body is of ground type (i.e., $X$, for $\lambda^n_\to$), and the $u_i$ are also $\eta$-long. For example, the $\eta$-long variant ($\eta$-expansion) of $\lambda f^{X\to X\to X}. f$ is $\lambda f^{X\to X\to X}. \lambda x^X. \lambda y^X. fxy$, with ‘all arguments explicit’.

Suppose I ask you to write down a closed, $\eta$-long, $\beta$-normal term of type $T$ of $\lambda^1_\to$. How
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do you go about it? Since \( T = X_1 \rightarrow X_2 \rightarrow \ldots \rightarrow X_k \rightarrow X \) for some \( k \) and types\(^3\) \( X_i \), and since \( t \) is \( \eta \)-long, \( t \) starts with \( k \) corresponding abstractions:

\[
t = \lambda x_1^{X_1} \ldots \lambda x_k^{X_k} . t.
\]

Now you have a choice. Which of the \( x_i \) do you take as head variable? Suppose you choose \( x_3 \). Then \( t \) is

\[
t = \lambda x_1^{X_1} \ldots \lambda x_3^{X_3} \ldots \lambda x_k^{X_k} . x_3.
\]

Because \( x_3 \) is of type \( X_3 \), say \( X_3 = A_1 \rightarrow A_2 \rightarrow \ldots \rightarrow A_i \rightarrow X \), and \( t \) is \( \eta \)-long,

\[
t = \lambda x_1^{X_1} \ldots \lambda x_3^{X_3} \ldots \lambda x_k^{X_k} . x_3 a_1 a_2 \ldots a_i
\]

for terms \( a_i \) of type \( A_i \). You are not finished yet: the arguments \( a_i \) are as yet unspecified. Suppose I ask “what is \( a_5 \)?” Since \( a_5 \) is of type \( A_5 \), say \( A_5 = Y_1 \rightarrow Y_2 \rightarrow \ldots \rightarrow Y_m \rightarrow X \), \( a_5 \) starts with \( m \) corresponding abstractions:

\[
a_5 = \lambda y_1^{Y_1} \lambda y_2^{Y_2} \ldots \lambda y_m^{Y_m} . t
\]

Now it is your turn again to choose a head variable, this time either one of the fresh \( y_i \) or one of the old \( x_i \). Suppose you choose \( y_2 \). Then \( a_5 \) is of the form:

\[
a_5 = \lambda y_1^{Y_1} \lambda y_2^{Y_2} \lambda y_m^{Y_m} . y_2.
\]

Because \( y_2 \) is of type \( Y_2 \), say \( Y_2 = B_1 \rightarrow B_2 \rightarrow \ldots \rightarrow B_n \rightarrow X \),

\[
a_5 = \lambda y_1^{Y_1} \lambda y_2^{Y_2} \lambda y_m^{Y_m} . y_2 b_1 b_2 \ldots b_n
\]

for terms \( b_i \) of type \( B_i \). My turn again: “what is \( b_4 \)?” Since \( b_4 \) is of type \( B_4 \), say \( B_4 = Z_1 \rightarrow Z_2 \rightarrow \ldots \rightarrow Z_p \rightarrow X \), you know that it starts with \( p \) corresponding abstractions:

\[
b_4 = \lambda z_1^{Z_1} \lambda z_2^{Z_2} \ldots \lambda z_p^{Z_p} . t
\]

It is your turn to choose a head variable again: one of the old \( x_i \) or \( y_i \), or one of the newly abstracted \( z_i \). Suppose you choose \( x_2 \). Then \( b_4 \) is of the form

\[
b_4 = \lambda z_1^{Z_1} \lambda z_2^{Z_2} \ldots \lambda z_p^{Z_p} . x_2.
\]

Because \( x_2 \) is of type \( X_2 \), say \( X_2 = C_1 \rightarrow C_2 \rightarrow \ldots \rightarrow C_q \rightarrow X \),

\[
b_4 = \lambda z_1^{Z_1} \lambda z_2^{Z_2} \ldots \lambda z_p^{Z_p} . x_2 c_1 c_2 \ldots c_q
\]

for terms \( c_i \) is of type \( C_i \). Now I ask “what is \( c_5 \)” ... and so on.

Our dialogue or ‘game’

<table>
<thead>
<tr>
<th>I choose ( t )</th>
<th>( t = \lambda x_1^{X_1} \ldots \lambda x_k^{X_k} . t )</th>
<th>( t : X_1 \rightarrow \ldots \rightarrow X_k \rightarrow X )</th>
</tr>
</thead>
<tbody>
<tr>
<td>You choose ( x_3 )</td>
<td>( t = \lambda x_1^{X_1} \lambda x_2^{X_2} \lambda x_k^{X_k} . x_3 a_1 \ldots a_l )</td>
<td>( x_3 : A_1 \rightarrow \ldots \rightarrow A_l \rightarrow X )</td>
</tr>
<tr>
<td>I choose ( a_5 )</td>
<td>( a_5 = \lambda y_1^{Y_1} \ldots \lambda y_m^{Y_m} . t )</td>
<td>( a_5 : Y_1 \rightarrow \ldots \rightarrow Y_m \rightarrow X )</td>
</tr>
<tr>
<td>You choose ( y_2 )</td>
<td>( a_5 = \lambda y_1^{Y_1} \lambda y_2^{Y_2} \lambda y_m^{Y_m} . y_2 b_1 b_2 \ldots b_n )</td>
<td>( y_2 : B_1 \rightarrow \ldots \rightarrow B_n \rightarrow X )</td>
</tr>
<tr>
<td>I choose ( b_4 )</td>
<td>( b_4 = \lambda z_1^{Z_1} \ldots \lambda z_p^{Z_p} . t )</td>
<td>( b_4 : Z_1 \rightarrow \ldots \rightarrow Z_p \rightarrow X )</td>
</tr>
<tr>
<td>You choose ( x_2 )</td>
<td>( b_4 = \lambda z_1^{Z_1} \lambda z_2^{Z_2} \lambda z_p^{Z_p} . x_2 c_1 c_2 \ldots c_q )</td>
<td>( x_2 : C_1 \rightarrow \ldots \rightarrow C_q \rightarrow X )</td>
</tr>
<tr>
<td>I choose ( c_5 )</td>
<td>( c_5 = \ldots \ldots \ldots \ldots . )</td>
<td>( c_5 : \ldots )</td>
</tr>
</tbody>
</table>

\(^3\)Do not confuse the \( X_i \), which are types, with \( X \), which is a type variable. The intent is to pattern-match term variables with their capitalised counterparts.
will continue until you choose a head variable of ground type $X$, upon which I have no responses available, because a variable of ground type requires no arguments: “game over.”

The dialogue could have followed a different course. For example, I may have chosen to ask about the third argument $b_3$ of $y_2$ instead of the fourth argument $b_4$, or early on I may have asked about the first argument $a_1$ of $x_3$ instead of the fifth. So a closed, $\eta$-long, $\beta$-normal term is equivalent to a prepared response to every query (“what is $a_5$?”, “what is $b_4$?”, etc.) I could have raised, that eventually ‘has the last word’ (‘wins’) by choosing a head-variable of ground type (denying me a response). In other words, a closed, $\eta$-long, $\beta$-normal term is equivalent to the ‘strategy’ for writing it down in ‘top-down’ or ‘demand-driven’ fashion.

Note how the choice of moves available to either of us at any point in the ‘game’ was completely determined by $T$. For example, the $k$ possibilities $x_1, \ldots, x_k$ for your first move corresponded to the fact that $T$ decomposes as $X_1 \to \ldots \to X_k \to X$. The same goes for all subsequent moves for either of us. You were allowed to go back and choose from an earlier batch of abstracted variables—for example, in your last move you chose $x_2$ rather than one of the fresh $z_i$—but nonetheless all your options were determined by the structure of $T$.

So we think of $T$ as some kind of ‘arena’ or ‘game-board’ in which to play, specifying the available moves at every stage.

**Summary of ideas**

1. We ‘played a game’ in the ‘arena’ $T$, by ‘discussing a term’ of type $T$ in ‘top-down’ or ‘demand-driven’ fashion.

2. Each of your ‘moves’ was a choice of head-variable for a sub-term.

3. Each of my ‘moves’ was a request to inspect an argument sub-term of the head variable you just chose.

4. A ‘winning strategy’ corresponds to a closed, $\eta$-long, $\beta$-normal form $t$.

The ‘strategies’ so-derived were essentially the $E$-strategies of Lorenzen [LL78], which are a precursor of Hyland/Ong innocent strategies and Nickau sequential strategies. This takes us part-way to a game semantics of $\lambda^+$: Hyland, Nickau and Ong provided a formal definition of an arena together with rules for playing games along the lines of the intuition above (though for $\text{PCF}$ they were not concerned with any notion of winning). An essential (and highly non-trivial) contribution of Hyland, Ong and Nickau was to provide a notion of composition of such strategies, interpreting computation/evaluation as a form of interaction. We shall cover interaction for $\lambda^+$ in Chapter 3, *Simple games*.

### 1.1.2 From ‘top-down’ system $F$ terms towards hypergames

We apply the ‘top-down’ term’ methodology to system $F$. The analysis is informal, but illustrates how the seeds of ideas for a hypergames model already ‘live in the syntax’, so long as we look at syntax in the right way. Two ‘rules’ in particular become apparent: the *copycat rule* and *types as second-order moves*. For simplicity, in this section we do not consider product types.

Let us discuss a closed, $\eta$-long, $\beta$-normal term of system $F$ in top-down fashion. To start with, consider a term\(^\text{4}\) of type $\text{Bool} = \forall X. X \to X \to X$, the standard system $F$ encoding

\(^{4}\text{Following the usual convention, the scope of a quantifier extends far to the right as possible, so } \forall X. X \to X \to X = \forall X. (X \to X \to X)\).
of the Booleans [GLT89b]. The type specifies three ‘inputs’, one type input corresponding to “\(\forall X\)”, followed by a term input corresponding to the first “\(X \rightarrow\)”, and then a term input corresponding to the second “\(X \rightarrow\)”. So since \(t\) is \(\eta\)-long, we have the associated abstractions:

\[
t = \Lambda X. \lambda x^X. \lambda y^X.x?
\]

Just as for \(\lambda^\beta\), the body of a \(\beta\)-normal term of system \(F\) begins with a head (term-)variable. So you can choose between \(x\) and \(y\). Suppose you pick \(x\). Then

\[
t = \Lambda X. \lambda x^X. \lambda y^X.x?
\]

Since \(x\) of of type \(X\), a ground type, it requires no arguments:

\[
t = \Lambda X. \lambda x^X. \lambda y^X.x
\]

So I have no moves to play (i.e., no arguments to choose from), and the game is already over. In summary, the dialogue was:

| I choose \(t\) | \(t = \Lambda X. \lambda x^X. \lambda y^X.x?\) | \(t : \forall X. X \rightarrow X \rightarrow X\) |
| You choose \(x\) | \(t = \Lambda X. \lambda x^X. \lambda y^X.x\) | \(x : X\) |

and your strategy ‘pick \(x\)’ defined the closed, \(\eta\)-long, \(\beta\)-normal term

\[
\text{true} = \Lambda X. \lambda x^X. \lambda y^X.x.
\]

Had you instead adopted the strategy ‘pick \(y\)’, the dialogue would have been

| I choose \(t\) | \(t = \Lambda X. \lambda x^X. \lambda y^X.?\) | \(t : \forall X. X \rightarrow X \rightarrow X\) |
| You choose \(y\) | \(t = \Lambda X. \lambda x^X. \lambda y^X.y\) | \(y : X\) |

and you would have defined the closed, \(\eta\)-long, \(\beta\)-normal term

\[
\text{false} = \Lambda X. \lambda x^X. \lambda y^X.y
\]

Since \(x\) and \(y\) are the only head variables to choose from, these are the only two (winning) strategies available to you. This corresponds to the fact that \(\text{Bool}\) has two (closed, \(\eta\)-expanded) \(\beta\)-normal inhabitants, \(\text{true}\) and \(\text{false}\).

Now consider the type \(\text{Nat} = \forall X. (X \rightarrow X) \rightarrow X \rightarrow X\). This type specifies three ‘inputs’: a type input “\(\forall X\)”, a term input “\((X \rightarrow X) \rightarrow\)”, and a term input “\((X \rightarrow\)”. Since \(t\) is \(\eta\)-long, we have corresponding abstractions:

\[
t = \Lambda X. \lambda f^{X \rightarrow X}. \lambda x^X.?
\]

For your first move, you must pick a head variable, either \(f\) or \(x\). Suppose you choose \(f\). Then

\[
t = \Lambda X. \lambda f^{X \rightarrow X}. \lambda x^X.f?
\]

Since \(f\) is of function type \(X \rightarrow X\), it requires an argument in order for the body of \(t\) to be of ground type, and hence for \(t\) to be \(\eta\)-expanded:

\[
t = \Lambda X. \lambda f^{X \rightarrow X}. \lambda x^X.f a_1
\]

For my turn, as was the case for \(\lambda^\beta\), I have to pick an argument of the head-variable. Since \(a_1\) is the only one, I have no choice:

\[
a_1 = ?
\]
For your turn, you need to pick a head variable for $a_1$. Since $a_1$ is of ground type (i.e., of type $X$), it introduces no new abstracted variables, so all you can do is choose between $f$ and $x$ again. Suppose you choose $f$:

$$a_1 = f?$$

Since $f$ is of function type $X \to X$, it requires an argument, say $a_2$:

$$a_1 = fa_2$$

As with my last move, I have no choice but to pick the one and only argument of $f$:

$$a_2 = ?$$

Again your choice of head variable is restricted to $f$ or $x$, because $a_2$ introduces no new abstractions. Suppose you pick $f$:

$$a_2 = f?$$

Since $f$ is of function type $X \to X$, it requires an argument, say $a_3$:

$$a_2 = fa_3$$

I have to pick the only argument $a_3$:

$$a_3 = ?$$

This time, suppose you pick $x$ as head-variable:

$$a_3 = x?$$

Since $x$ is of ground type (i.e., of type $X$), it takes no arguments:

$$a_3 = x$$

The game is over, because I have no moves available (i.e., no arguments to choose from). In summary, our discussion was:

<table>
<thead>
<tr>
<th>Choose action</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I choose $t$</td>
<td>$t = \Lambda X. \lambda f^{X \to X} \lambda x^X . ?$</td>
<td>$a_1 : X$</td>
<td>$a_1 : X$</td>
</tr>
<tr>
<td>You choose $f$</td>
<td>$a_1 = fa_2$</td>
<td>$a_2 : X$</td>
<td>$a_3 : X$</td>
</tr>
<tr>
<td>I choose $a_1$</td>
<td>$a_2 = ?$</td>
<td>$a_2 : X$</td>
<td>$a_3 : X$</td>
</tr>
<tr>
<td>You choose $f$</td>
<td>$a_3 = fa_3$</td>
<td>$a_3 : X$</td>
<td>$a_3 : X$</td>
</tr>
<tr>
<td>I choose $a_3$</td>
<td>$a_3 = x$</td>
<td>$a_3 : X$</td>
<td>$a_3 : X$</td>
</tr>
<tr>
<td>You choose $x$</td>
<td>$a_3 = x$</td>
<td>$a_3 : X$</td>
<td>$a_3 : X$</td>
</tr>
</tbody>
</table>

so your strategy defined the Church numeral

$$\mathcal{2} = \Lambda X. \lambda f^{X \to X} \lambda x^X . f(f(x)).$$
1.1.3 The copycat rule

So far there has been no significant deviation from \( \lambda_t^n \). Following the same pattern as the \texttt{Bool} and \texttt{Nat} examples above, here is a possible discussion of a term of type \( T = \forall X. \forall Y. X \rightarrow Y \rightarrow X \). There are four abstractions, corresponding to the inputs “\( \forall X \)”, “\( \forall Y \)”, “\( X \rightarrow \)”, and “\( Y \rightarrow \)”.

\[
\begin{align*}
\text{I choose } t & \quad t = \Lambda X. \Lambda Y. \lambda x. \lambda y. \text{?} \quad t : \forall X. \forall Y. X \rightarrow Y \rightarrow X \\
\text{You choose } x & \quad t = \Lambda X. \Lambda Y. \lambda x. \lambda y. x \quad x : X
\end{align*}
\]

Your strategy here, ‘pick \( x \)’, defines the closed, \( \eta \)-long, \( \beta \)-normal term

\[ \Lambda X. \Lambda Y. \lambda x. \lambda y. x \]

Of course you could have adopted the strategy ‘pick \( y \)’ instead:

\[
\begin{align*}
\text{I choose } t & \quad t = \Lambda X. \Lambda Y. \lambda x. \lambda y. \text{?} \quad t : \forall X. \forall Y. X \rightarrow Y \rightarrow X \\
\text{You choose } y & \quad t = \Lambda X. \Lambda Y. \lambda x. \lambda y. y \quad y : Y
\end{align*}
\]

But then, since the body of the term is \( y \), of type \( Y \), the overall type of \( t \) is

\[ \forall X. \forall Y. X \rightarrow Y \rightarrow X \]

rather than the desired

\[ \forall X. \forall Y. X \rightarrow Y \rightarrow X \]

So for ‘type-checking’ reasons, we shall have to ‘disallow’ moves (choices of head-variable) like this one.

Here is another simple example, with a similar type:

\[ T = \forall X. \forall Y. X \rightarrow (X \rightarrow Y) \rightarrow X. \]

First, a discussion which does not violate any ‘type-checking’, that is essentially the same as the first discussion of the previous example:

\[
\begin{align*}
\text{I choose } t & \quad t = \Lambda X. \Lambda Y. \lambda x. \lambda y. \frac{x}{y}. t \quad t : \forall X. \forall Y. X \rightarrow (X \rightarrow Y) \rightarrow X \\
\text{You choose } x & \quad t = \Lambda X. \Lambda Y. \lambda x. \lambda y. x \quad x : X
\end{align*}
\]

If you were to choose \( f \), however:

\[
\begin{align*}
\text{I choose } t & \quad t = \Lambda X. \Lambda Y. \lambda x. \lambda y. \frac{x}{y}. t \quad t : \forall X. \forall Y. X \rightarrow (X \rightarrow Y) \rightarrow X \\
\text{You choose } f & \quad t = \Lambda X. \Lambda Y. \lambda x. \lambda y. \frac{x}{y}. f \quad f : X \rightarrow Y
\end{align*}
\]

The result is another type mismatch. More specifically, since \( T \) is a type of the form “\( \cdots X \)” , the body “\( ? \)” of \( t \) must turn out to be of type \( X \). But in this example the body \( f a \) is of type \( Y \), rather than \( X \).

‘Type-mismatch’ such is in the two examples above suggests the following:

\textbf{Copycat rule} Whenever I choose a move (argument) whose type is of the form “\( \cdots X \)” , for some type variable \( X \), the body resulting from your next move (after supplying the necessary dummy arguments in order to reach ground type) must be of type \( X \).

Appendix A gives another example of the copycat rule at work. The example also illustrates (informally) an application of the full completeness of the model to counting the inhabitants of system \( F \) types.
1.1.4 Second-order moves

The examples so far have essentially just been $\lambda^m$ dialogues, with $\forall X, \forall Y, \Lambda X$, and $\Lambda Y$ not playing any real role. The quantified type variables in the examples above were in positive position\(^5\); things get more interesting when type variables occur in negative position.

Recall that $\text{bool} = \forall X. X \to X \to X$. Let us discuss a closed, $\eta$-long, $\beta$-expanded term $t$ of type $T = \forall Y. Y \to \text{bool} \to Y$. Since $T$ specifies three inputs, a type input """, a term input """, and a term input """, $t$ starts with the corresponding abstractions:

$$ t = \Lambda Y. \lambda y^Y. \lambda x^\text{bool}? \quad T = \forall Y. Y \to \text{bool} \to Y $$

For your first move, you can choose between $y$ and $x$. Suppose you choose $x$:

$$ t = \Lambda Y. \lambda y^Y. \lambda x^\text{bool} \ x \quad T = \forall Y. Y \to \text{bool} \to Y $$

Since $x$ is of type $\text{bool} = \forall X. X \to X \to X$, it requires three dummy arguments: one type argument for """, one term argument for the first """, and another term argument for the second "":

$$ t = \Lambda Y. \lambda y^Y. \lambda x^\text{bool}. x A a_1 a_2 \quad T = \forall Y. Y \to \text{bool} \to Y $$

The body $x A a_1 a_2$ is of type $A$. But since $A$ is as yet unspecified, we have no way of telling whether or not the body is of ground type, so $t$ may not be $\eta$-long. For example, suppose you were to set $A = Y \to Y$. Then the body $x A a_1 a_2$ is of type $Y \to Y$, and requires another dummy term argument of type $Y$, say $b$, in order to reach ground type:

$$ t = \Lambda Y. \lambda y^Y. \lambda x^\text{bool}. x A a_1 a_2 b \quad T = \forall Y. Y \to \text{bool} \to Y $$

$$ A = Y \to Y $$

Similarly, if you set $A = Y \to (Y \to Y) \to Y$, then the body $x A a_1 a_2$ is of type

$$ Y \to (Y \to Y) \to Y, $$

and needs two more dummy arguments to reach ground type, say $b_1$ corresponding to """ and $b_2$ corresponding to """.

$$ t = \Lambda Y. \lambda y^Y. \lambda x^\text{bool}. x A a_1 a_2 b_1 b_2 \quad T = \forall Y. Y \to \text{bool} \to Y $$

$$ A = Y \to (Y \to Y) \to Y $$

So only after you specify $A$ do I know the full range of possibilities for my next move: in the first case, I choose from $\{a_1, a_2, b\}$, and in the second case, from $\{a_1, a_2, b_1, b_2\}$. This is symptomatic of the fact that in general, in system $F$, terms depend on types. It motivates our second 'rule':

**SECOND-ORDER MOVES** Whenever a type argument appears, you have to specify it in full immediately.

\(^5\)See [GLT89b] for a definition. Roughly: $\forall X$ is positive in $\forall X. T$; if $\forall X$ is positive (resp. negative) in $T$, then it is negative (resp. positive) in $T \to T'$; if $\forall X$ is positive (resp. negative) in $T'$ then it is also positive (resp. negative) in $T \to T'$. 

One second-order move may not be enough. For example, going back to the point just before you specified \( A \),

\[
t = \lambda Y.\lambda y.\lambda x^{\text{bool}}.\overline{xAa_1a_2}_T = \forall Y.Y \to \text{bool} \to Y,
\]

suppose you choose

\[ A = Y \to \forall Z.Z \to Z \]

Then the body \( xAa_1a_2 \) is of type \( Y \to \forall Z.Z \to Z \), so to reach ground type, it requires a
dummy term argument corresponding to \( "Y \to " \) (say \( b_1 \)), a dummy type argument corre-
sponding to \( "\forall Z" \) (say \( B \)), and another dummy term argument corresponding to \( "Z \to " \)
(say \( b_2 \)):

\[
t = \lambda Y.\lambda y.\lambda x^{\text{bool}}.\overline{xAa_1a_2}_T = \forall Y.Y \to \text{bool} \to Y
\]

Following the second-order moves rule, you have to specify \( B \) immediately. Suppose you
choose \( B = \forall P.P \to I \to Y \), where \( I = \forall Q.Q \to Q \). Then the body of \( t \) is of type
\( \forall P.P \to I \to P \), and requires a type argument (say \( C \)) corresponding to \( "\forall P" \), a term
argument (say \( a_1 \)) corresponding to \( "P \to " \), and a term argument (say \( c_1 \)) corresponding to
\( "I \to " \):

\[
t = \lambda Y.\lambda y.\lambda x^{\text{bool}}.\overline{xAa_1a_2b_1b_2}_T = \forall Y.Y \to \text{bool} \to Y
\]

By the second-order moves rule, you must specify \( C \) immediately. Suppose you choose
\( C = Y \to Y \). Then the body is of type \( Y \to Y \), and we need another dummy argument (say
\( d \)) corresponding to \( "Y \to " \):

\[
t = \lambda Y.\lambda y.\lambda x^{\text{bool}}.\overline{xAa_1a_2b_1b_2}_T = \forall Y.Y \to \text{bool} \to Y
\]

At last the body is of ground type (namely \( Y \)), so \( t \) is \( \eta \)-long, and your turn is complete.
The range from which I can choose my next move is \( \{a_1, a_2, b_1, b_2, c_1, c_2, d\} \).

Recall the Hyland/Nickau/Ong intuition that a type is an ‘arena’ or ‘game-board’. Since
you have played three second-order moves (i.e., types), there are now a total of four ‘arenas’
present in the ‘hypergame’: \( T, A, B, \) and \( C \), as displayed next to the term. Observe that each
dummy argument during our discussion arose in correspondence with a particular ‘input’,
for example, \( b_1 \) corresponded to \( "Y \to " \) in \( A \), \( c_2 \) corresponded to \( "I \to " \) in \( C \), and so on.
Tagging the ‘inputs’ accordingly gives:

\[
\lambda Y.\lambda y.\lambda x^{\text{bool}}.\overline{xAa_1a_2b_1b_2}_T = \forall Y.Y \to (\forall X.X^{a_1} \to X^{a_2} \to X) \to Y
\]

\[
A = Y^{b_1} \to \forall Z.Z^{b_2} \to Z
\]

\[
B = \forall P.P^{c_1} \to I^{c_2} \to P
\]

\[
C = Y^{d} \to Y
\]
1.1. THE IDEAS IN A NUTSHELL

So depending on which of the arguments \( \{a_1, a_2, b_1, b_2, c_1, c_2, d\} \) I choose to inspect with my next move, the ‘hypergame’ could ‘continue in’ any of the four ‘arenas’ present. For example, if I ask

\[ c_1 = ? \]

then I am ‘playing in \( B \)’. Now since \( c_1 \) is of type \( P \), which you instantiated with \( C = Y \rightarrow Y \), it has an abstraction corresponding to “\( Y \rightarrow \)”: \[ c_1 = \lambda z Y. ? \]

Now you pick a head variable for \( c_1 \ldots \) and so on.

Summary of ideas In this section we have come across the following ideas, on which the hypergames model is based:

- **The copycat rule.** For ‘type-checking’ reasons, some of your moves had to be outlawed.
- **Second-order moves.** Corresponding to type arguments in the body of a term, you play ‘types as moves’. With the Hyland/Nickau/Ong intuition that ‘types are arenas’, you are playing ‘arenas as moves’.
- **Later moves in the hypergame can be located in any of the arenas brought in by your second-order moves.**

When it comes to interacting strategies (Chapter 6), the various arenas (e.g. \( T, A, B, C \) above) will not be left separate, but will be bundled together in a big ‘expanded’ arena, the one corresponding to making the obvious substitutions (e.g. in the above, \([A/Y], [B/Z], [C/P]\)).

1.1.5 From Hyland/Nickau/Ong arenas to polymorphic arenas

In order to implement the programme for a hypergame model, as suggested by our analysis in the previous section, we require a formal interpretation of a polymorphic type as some kind of ‘game board’, analogous to the Hyland/Nickau/Ong notion of arena for a PCF type. Our solution is a *polymorphic arena*, and we give an informal sketch of the definition. In the product-free case, polymorphic arenas are Böhm trees of some kind, and turn out to correspond to prenex types.

Hyland/Nickau/Ong arenas

Towards the end of section 1.1.1, we sketched how a \( \lambda^+ \) type can be viewed as an ‘arena’ in which to play a game. Recall that at every stage of the \( \lambda^+ \) dialogue, the choice for each of our moves was determined by decompositions of the form \( T = T_1 \rightarrow \ldots \rightarrow T_n \rightarrow X \), in which the type \( T \) ‘branches like a tree’, into an array of \( n \) options for moves. A Hyland/Nickau/Ong PCF arena, when restricted to \( \lambda^+ \), is simply the tree obtained from a type by iterating this decomposition. For example:

\[(X \rightarrow X) \rightarrow (X \rightarrow X \rightarrow X) \rightarrow X\]
(See Chapter 3 for more details.) Hyland, Nickau and Ong then go on to define a run of the game as a sequence of vertices, with some additional structure, and satisfying appropriate rules.

**Polymorphic arenas (‘Böhm trees for polymorphic types’)**

We introduce a ‘second-order’ extension of Hyland/Nickau/Ong arenas, which will play the role of ‘game-boards’ in our hypergames. In order to obtain the polymorphic arena of a (product-free) system F type, say

\[ T = \forall X.\forall Y. (W \rightarrow W) \rightarrow (\forall Z. W \rightarrow X \rightarrow Z) \rightarrow Y \]

first draw the underlying Hyland/Nickau/Ong arena:

\[ \forall X.\forall Y. (W \rightarrow W) \rightarrow (\forall Z. W \rightarrow X \rightarrow Z) \rightarrow Y \]

\[ \begin{array}{c}
X \\
\downarrow \\
Y \\
\downarrow \\
W \\
\downarrow \\
W \\
\downarrow \\
W \\
\downarrow \\
Z \\
\end{array} \]

Then attach quantified type variables next to the root of the appropriate subtree:

\[ \forall X.\forall Y. (W \rightarrow W) \rightarrow (\forall Z. W \rightarrow X \rightarrow Z) \rightarrow Y \]

\[ \begin{array}{c}
\forall X \\
\downarrow \\
\forall Y \\
\downarrow \\
W \\
\downarrow \\
W \\
\downarrow \\
W \\
\downarrow \\
\forall Z \\
\end{array} \]

Each quantified variable \( \forall V \) binds all occurrences of \( V \) in the subtree of the root to which \( \forall V \) was attached\(^6\). Hence a polymorphic arena is a form of Böhm tree \([\text{Bar84}]\).

Note that the type

\[ T' = \forall X.\forall Y. (W \rightarrow W) \rightarrow (W \rightarrow \forall Z. X \rightarrow Z) \rightarrow Y \]

(only the position of \( \forall Z \) has changed) has the same polymorphic arena, because the root of the subtree of \( W \rightarrow X \rightarrow Z \) is the same as the root of the subtree of \( X \rightarrow Z \). Likewise,

\[ T'' = (W \rightarrow W) \rightarrow \forall X. (W \rightarrow X \rightarrow \forall Z.Z) \rightarrow \forall Y.Y \]

also has the same polymorphic arena.

The prenex normal form\(^7\) of a (product-free) type of system \( F \) is obtained by performing all possible conversions of the form \( T \rightarrow \forall X.T' \sim \forall X.T \rightarrow T'' \) whenever \( X \) is not free in \( T \). Hence (in the product-free case) polymorphic arenas are in bijection with prenex normal forms (also known as prenex types).

---

\(^6\)Avoid any unwanted capture by renaming bound variables if necessary.

\(^7\)A standard notion with respect to quantifiers in first order logic: ‘pull all the quantifiers as far to the front of the formula as possible’. Refer to any introductory textbook.
1.1.6 Interaction: the copycat rule corresponds to $\eta$-expansion

Games models interpret normalisation as the interaction of strategies. Up to first-order, interaction in the hypergames model is as in the Nickau games model of PCF [Nic94][8]. This short section gives an informal overview of the crucial role played by the copycat rule in interaction at second order.

Recall that types are interpreted as polymorphic arenas, and that a type argument $T$ of a polymorphic term $t$ is interpreted as a second-order move, i.e., the introduction into the hypergame of the polymorphic arena $A_T$ interpreting $T$. During interaction in the hypergame model the copycat rule will apply to the hidden arena $A_T$. Back at the level of the syntax this can be viewed as a form of $\eta$-expansion, as suggested by the example below.

Consider the following normalisation:

\[
\begin{align*}
(\lambda X.\lambda f^X.f)(Y \rightarrow Y)\lambda y^Y.y & \leadsto (\lambda f^Y \rightarrow Y.f)\lambda y^Y.y \\
& \leadsto (\lambda f^Y \rightarrow Y.\lambda x^Y.fx)\lambda y^Y.y \\
& \leadsto \lambda x^Y.(\lambda y^Y.y)x \\
& \leadsto \lambda x^Y.x
\end{align*}
\]

Think of this as the interaction of the ‘strategy’ $\lambda X.\lambda f^X.f$ with the arguments $Y \rightarrow Y$ and $\lambda y^Y.y$. The first step in the normalisation instantiates the type variable $X$ to $Y \rightarrow Y$. In the hypergame this instantiation corresponds to a second-order move, the importation of a hidden ‘polymorphic arena’ $Y \rightarrow Y$. The next step is the $\eta$-expansion of $\lambda f^Y \rightarrow Y.f$ to $\lambda f^Y \rightarrow Y.\lambda x^Y.fx$. This new aspect of the term $(\ldots \lambda x^Y \ldots x)$ corresponds to copycat on the hidden arena $Y \rightarrow Y$. The remaining steps, being first-order, are of less interest.

This example is informal, and serves only as a vague impression to have in the back of the mind when reading Chapter 6 on interaction.

1.2 Overview of chapters

The remaining chapters of the thesis are as follows.

2 Preliminaries

Basic mathematical notation, and categorical semantics for system $F$.

3 Simple games

We informally sketch a games model for the simply typed $\lambda$-calculus, derived from the ‘top-down term’ methodology introduced in section 1.1.1. We use the model to set out our method of interacting strategies, based on Nickau interaction [Nic94], for later extension to hypergames. We finish by describing a hitherto neglected distinction between Hyland/Ong interaction [HO94] and Nickau interaction.

4 Polymorphic arenas

We formalise the idea of a ‘game-board’ interpretation of polymorphic type, as outlined above in section 1.1.5.

5 Hypergames

Hyland, Nickau and Ong define a game in an arena using an enriched notion of sequence

---

8Chapter 3 highlights an important and hitherto overlooked difference between Nickau’s interaction and Hyland/Ong interaction [HO94].
called a justified sequence. We define a hypersequence as the analogue in our hyper-game setting. Hypersequences include polymorphic arenas as ‘second-order moves’, and ‘first-order moves’ can be located inside previous ‘second-order moves’.

6 **Interaction**
We define the interaction of strategies in the hypergame model, based on the method set out for $\lambda_1^\rightarrow$ in Chapter 3.

7 **The categorical model**
Using the material developed in chapters 4, 5, and 6, we define a $2\lambda\times$-hyperdoctrine, and hence a model of system $F$.

8 **Full completeness**
We prove that the model defined in the previous chapter is fully complete.

9 **Conclusions**
Concluding remarks.
Chapter 2

Preliminaries

This chapter is structured as follows:

2.1 **Basic Notation** (page 17)
Including notation for sets, functions, categories, and sequences.

2.2 **Moves and move-occurrences** (page 18)
Conventions and notation for dealing with functions between occurrences of elements of sequences.

2.3 **System F** (page 19)
We fix our notation for the system with function space $T \rightarrow T'$, universal quantification $\forall X , T$, and product $T \times T'$.

2.4 **Categorical semantics of system F** (page 20)
2$\lambda$-hyperdoctrines, as given in Crole [Cro94], for example.

2.1 Basic notation

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>:=</td>
<td>defintional equality</td>
</tr>
<tr>
<td>$\mathbb{N}$</td>
<td>the set of natural numbers ${0,1,2,\ldots}$</td>
</tr>
<tr>
<td>$\mathbb{N}^+$</td>
<td>the set of non-zero natural numbers ${1,2,3,\ldots}$</td>
</tr>
<tr>
<td>$f : X \rightarrow Y$</td>
<td>$f$ is a function from $X$ to $Y$</td>
</tr>
<tr>
<td>$f : X \twoheadrightarrow Y$</td>
<td>$f$ is a partial function from $X$ to $Y$</td>
</tr>
<tr>
<td>$f(a) \downarrow$</td>
<td>$f$ is defined at $a$</td>
</tr>
<tr>
<td>$f(a) \uparrow$</td>
<td>$f$ is undefined at $a$</td>
</tr>
<tr>
<td>$A \times B$</td>
<td>product of $A$ and $B$</td>
</tr>
<tr>
<td>$A + B$</td>
<td>sum/coproduct of $A$ and $B$; if $A$ and $B$ are sets, $+$ is disjoint union</td>
</tr>
<tr>
<td>$\pi_1 : A \times B \rightarrow A$</td>
<td>first projection associated with a product</td>
</tr>
<tr>
<td>$\pi_2 : A \times B \rightarrow B$</td>
<td>second projection associated with a product</td>
</tr>
<tr>
<td>$\iota_l : A \rightarrow A + B$</td>
<td>left inclusion associated with a coproduct</td>
</tr>
<tr>
<td>$\iota_r : B \rightarrow A + B$</td>
<td>right inclusion associated with a coproduct</td>
</tr>
<tr>
<td>$\mathcal{C}(A,B)$</td>
<td>set of morphisms from $A$ to $B$ in a locally small category $\mathcal{C}$</td>
</tr>
<tr>
<td>Set</td>
<td>the category of sets and functions</td>
</tr>
<tr>
<td>Cat</td>
<td>the category of small categories and functors</td>
</tr>
</tbody>
</table>
2.2. **Moves and move-occurrences**

The first and last moves of the sequence \( mnm \) are ‘the same’ because they are both “\( m \)”, yet ‘not the same’ because they are distinct occurrences of “\( m \)”. This distinction between “move” and “move-occurrence” can lead to awkwardness in formalising game semantics. In this section we fix conventions and notation designed to deal with this problem.

The problem of occurrences has been familiar to proof theorists for years. Here is a passage from Troelstra and Schwichtenberg's book *Basic Proof Theory* [TS96], Section 1.1.3 entitled *Formulas and formula-occurrences*:

> Formula-occurrences (f.o.’s) will play an even more important role than the formulas themselves. A f.o. is nothing but a formula with a position in another structure (prooftree, sequent, a larger formula etc.). If no confusion is to be feared, we shall permit ourselves a certain ‘abus de langage’ and talk about formulas when really f.o.’s are meant.

In this thesis we adopt a similar philosophy with respect to moves and move-occurrences.

**Equality**

If \( m_1 \) and \( m_2 \) are move-occurrences, equality \( m_1 = m_2 \) (“\( m_1 \) and \( m_2 \) are ‘the same move’”) can be interpreted in one of two ways. Consider once again the sequence \( s = mnm \) over the set of moves \( M = \{m, n\} \). Let \( m_1, m_2, m_3, \) and \( m_l \) denote respectively the first, second, third, and last moves of \( s \). Then as move-occurrences, \( m_1 \neq m_2 \) and \( m_2 \neq m_3 = m_l \), but as the underlying elements of \( M, m_1 = m_3 = m_l \neq m_2 \).

When not stated explicitly, we shall leave the type of equality to be inferred from the context. As evidence that such matters are best left to common sense whenever possible, consider the fact that, given the statements

1. Bill and Ted have the same teacher.
2. Bill and Ted have the same tie.

it is obvious even to a young child that a different type of equality (‘sameness’) applies in each case.

**Notation**

We write \( m \in s \) for “\( m \) is a move-occurrence of the sequence \( s \)”. If \( m, n \in s \) write \( m < n \) if \( m \) is strictly before \( n \) in \( s \). Write \( f : s \rightarrow s \) if \( f \) is a partial function from the set of move-occurrences of \( s \) to the set of move-occurrences of \( s \). Similarly, by identifying a sequence \( s \)
with its set of m.o.'s, we can use notation such as \( f : s \rightarrow t \) for a function assigning m.o.'s of \( t \) to m.o.'s of \( s \), or \( g : s + t \rightarrow u \) for a partial function assigning m.o.'s of \( u \) to m.o.'s of \( s \) and m.o.'s of \( t \).

More generally, we adopt similar notation for other types of sequences, for example sequences of integers, hypermoves, actions, etc.

### 2.3 System F

The first three pages of Chapter 5 of Crole’s book *Categories for Types* are an intuitive and highly accessible introduction to system \( F \) [Cro94]. For a more logical perspective, see *Proofs and Types* [GLT89b], Chapter 11, which includes a nice presentation of how to represent inductive datatypes (natural numbers, lists, etc.) in the calculus, and illustrates the Curry-Howard isomorphism with propositional second-order intuitionistic logic.

We work with the version of system \( F \) [Gir71, Rey74] with arrow \((T \rightarrow T')\), universal quantification \((\forall X.T)\), and product \((T \times T')\) types. We adopt the notation of Chapter 5 of *Categories for Types*, but without constants. Thus types are generated by the BNF

\[
T ::= X \mid Unit \mid T \times T \mid T \rightarrow T \mid \forall X.T
\]

where \( X \) ranges over a countably infinite set of type variables. Terms are generated by the BNF

\[
s ::= x \mid \langle \rangle \mid \langle s, s \rangle \mid \text{fst}(s) \mid \text{snd}(s) \mid \lambda x^T.s \mid ss \mid \Lambda X.s \mid sT
\]

where \( x \) is any term variable, and \( T \) is any type. Well-typed terms-in-context are as given in *Categories for Types*, pages 212–3.

The conversion rules are as follows:

\[
\begin{align*}
\beta_1 & \quad (\lambda x^U.v)u \rightsquigarrow v[u/x] \\
\beta_2 & \quad (\Lambda X.v)U \rightsquigarrow v[U/X] \\
\eta_1 & \quad \lambda x^U.(tx) \rightsquigarrow t \\
\eta_2 & \quad \Lambda X.(tX) \rightsquigarrow t
\end{align*}
\]

where in \( \eta_1 \) the term variable \( x \) does not occur free in \( t \), and in \( \eta_2 \) the type variable \( X \) does not occur free in \( t \). We write \( \beta \) for “\( \beta_1 \) and \( \beta_2 \)” and likewise \( \eta \) for “\( \eta_1 \) and \( \eta_2 \)”. System \( F \) is strongly normalising with these rules [GLT89b].

**Conventions** We adopt the following conventions for variables and metavariables:

\[
\begin{align*}
x, y, z & \quad \text{term variables} \\
X, Y, Z & \quad \text{type variables} \\
t, u, v & \quad \text{terms} \\
T, U, V & \quad \text{types}
\end{align*}
\]

On types \( \times \) binds more strongly than \( \rightarrow \), which in turn binds more strongly than \( \forall X \). Both \( \rightarrow \) and \( \times \) associate to the right. For example:

\[
\begin{align*}
\forall X.U \rightarrow V & \equiv \forall X.(U \rightarrow V) \\
\forall X.U \times V & \equiv \forall X.(U \times V) \\
U \times V \rightarrow T & \equiv (U \times V) \rightarrow T \\
U_1 \rightarrow U_2 \rightarrow \ldots \rightarrow U_k \rightarrow V & \equiv U_1 \rightarrow (U_2 \rightarrow \ldots \rightarrow (U_k \rightarrow V)\ldots)) \\
U_1 \times U_2 \times \ldots \times U_k \times V & \equiv U_1 \times (U_2 \times \ldots \times (U_k \times V)\ldots))
\end{align*}
\]
2.4 Categorical semantics of system $F$

The hypergame model will be presented as a $2\lambda\times$-hyperdoctrine. The thesis has been structured so that the ideas behind the model can be absorbed without any knowledge of category theory; for those without a background in categories think of a $2\lambda\times$-hyperdoctrine as a structure required of the hypergames that assures that one does indeed have a model of system $F$.

The following definition is from *Categories for Types* [Cro94], with minor changes in notation. A $2\lambda\times$-hyperdoctrine consists of the following data:

1. **Base category.** A category $\mathbb{B}$ with finite products, whose objects are generated by finite product from a distinguished object $U \in \mathbb{B}$. In other words, for all objects $I \in \mathbb{B}$,

   \[ I = U^n = U \times U \times \ldots \times U \]

   for some $n \geq 0$. In particular, $U^0$ is terminal.

2. **Fibres.** A $\mathbb{B}$-indexed cartesian closed category $E : \mathbb{B}^{op} \rightarrow$ CCCat. The cartesian closed category $EI$ is called the fibre over $I$, often written $E_I$, and the set of objects of $E_I$ is exactly the homset $\mathbb{B}(I, U)$. Given a morphism $\alpha : I \rightarrow J$ in $\mathbb{B}$, the strict cartesian closed functor $E\alpha : E_J \rightarrow E_I$ is often written $\alpha^* : E_J \rightarrow E_I$, and is called the reindexing functor of $\alpha$.

3. **Indexed products.** For each object $I \in \mathbb{B}$ we are given a functor $\Pi_I : E_{I \times U} \rightarrow E_I$ which is right adjoint to the reindexing functor $\pi^*_I : E_I \rightarrow E_{I \times U}$ of the product projection $\pi_I : I \times U \rightarrow I$. Furthermore, for all morphisms $\alpha : I \rightarrow J$ in $\mathbb{B}$, the following diagram of functors

   \[ \begin{array}{c}
   E_{I \times U} \\
   \downarrow \alpha \times id_U \\
   E_{I \times U} \\
   \downarrow \Pi_I \\
   E_I \\
   \end{array} \xrightarrow{\alpha^*} \begin{array}{c}
   E_J \\
   \downarrow \Pi_J \\
   E_J \\
   \end{array} \]

   commutes, and the canonical natural transformation $\alpha^* \circ \Pi_J \rightarrow \Pi_I \circ (\alpha \times id_U)^*$ is an identity. The commutation of this diagram, together with the specification on the canonical natural transformation, is called the Beck-Chevalley condition for $2\lambda\times$-hyperdoctrines.
Intuitively, the Beck-Chevalley condition means \textit{quantification commutes with substitution} (when the about-to-be-quantified variable is left untouched). Refer to \textit{Categories for Types} for formal details of how a $2\lambda\times$-hyperdoctrine is a model of system $F$.

\textbf{Remark} The original categorical presentation of the hypergame model in the extended abstract [Hug97] was in terms of fibrations rather than $2\lambda\times$-hyperdoctrines. After canvassing opinions from a number of researchers, it turned out that most found the hyperdoctrine presentation of a model of system $F$ to be more intuitive, because substitution (reindexing) functors are more concrete than the universal property of cartesian maps.
Chapter 3

Simple games

We illustrate the key ideas behind Hyland/Nickau/Ong PCF games [HO94, Nic94] by stripping them down to the bare minimum: a model of the pure simply typed lambda calculus $\lambda^1$ with types generated by arrow $\to$ from a single base type variable $X$. This elaborates on the ideas sketched in section 1.1.1. The chapter is relatively informal, because the material is a special case of the second-order games presented formally in Chapters 4, 5, and 6.

It is now folklore in game semantics that the Hyland/Ong and Nickau models are the same. At the end of the chapter we highlight a hitherto neglected difference between the interaction in the two models. For technical reasons, we took Nickau’s interaction as the first-order basis of hypergame interaction.

3.1 Basic ingredients

There are two players, $O$ and $P$. Think of $P$ as System, Program, or Us, and think of $O$ as Environment, Context, or Them. In our ‘discussion of a term’ in section 1.1.1 (page 6), I was $O$, and you were $P$.

The other basic ingredients are arenas, positions, winning strategies, and the interaction of strategies. Before giving the details, we reiterate the following associations outlined in section 1.1.1:

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Game</th>
</tr>
</thead>
<tbody>
<tr>
<td>type</td>
<td>arena</td>
</tr>
<tr>
<td>term</td>
<td>winning strategy (for $P$)</td>
</tr>
<tr>
<td>computation/normalisation</td>
<td>interaction</td>
</tr>
</tbody>
</table>

Arenas

The arena of a type is the finite tree defined as follows. We start with an example. Given the type

$$(X \to X) \to (X \to X \to X) \to X,$$

first ‘tag’ the type variables in order to distinguish between them:

$$(X^a \to X^b) \to (X^c \to X^d \to X^e) \to X^f$$

and then the arena is
3.1. BASIC INGREDIENTS

$$(X^a \rightarrow X^b) \rightarrow (X^c \rightarrow X^d \rightarrow X^e) \rightarrow X^f$$

The vertices of an arena are called **moves**, and if $v$ is the parent of $w$, we say that $v$ **enables** $w$. As indicated in the picture, moves at odd depth are associated with $O$, and moves at even depth are associated with $P$.

The general rule for constructing an arena is suggested by the decompositions $T = T_1 \rightarrow \ldots \rightarrow T_k \rightarrow X$ in our ‘discussions of a term of type $T$’ of section 1.1.1. Given arenas $A_1, \ldots, A_k$ for types $T_1, \ldots, T_k$, the arena of $T_1 \rightarrow \ldots \rightarrow T_k \rightarrow X$ is obtained by grafting the $A_i$ underneath a new move $x$ corresponding to $X$:

$$T_1 \rightarrow \ldots \rightarrow T_k \rightarrow X$$

![Diagram](https://via.placeholder.com/150)

**Positions**

A **position** in an arena is a sequence of moves each of which (apart from the first) is equipped with a **justification pointer** to an earlier enabling move by the opposite player. The first move is by $O$, and the pointers from the subsequent $O$ moves are forced to target the preceding move. For example:

![Diagram](https://via.placeholder.com/150)

So a position is an ‘interlacing’ of paths down the arena. Note that although the underlying sequences of moves are the same, the two positions above differ because the second occurrence of $f$ is justified by a different occurrence of $e$ in each case.

**Intuition** As motivated by our ‘discussion of a term of type $T$’, think roughly in terms of $P$-moves as indicating a choice of head-variable, and $O$-moves as indicating a choice of an
argument. For example, as a position, our ‘discussion of a term’ on page 6 looks (informally) like this:

\[
\begin{array}{ccccccc}
\text{O} & \rho & \text{O} & \rho & \text{O} & \rho & \text{O} \\
\end{array}
\]

A justification pointer from a \( P \)-move (head-variable) indicates the argument (\( O \)-move) from which the head-variable is chosen, i.e., the argument containing the ‘batch’ of \( \lambda \)-abstractions from which the head-variable is chosen. \( O \)'s justification pointers always target the previous \( P \)-move, because \( O \) is always asks about an argument of the most recent head-variable. So \( O \) pointers are somewhat redundant.

**Remark** Hyland, Nickau and Ong originally defined a notion of justified sequence which was symmetric in the sense that \( O \) was not subject to our constraint on pointers. For technical reasons, in moving to hypergames it was necessary to adopt the asymmetric viewpoint.

### Winning strategies

A winning strategy (for \( P \)) is a pre-determined move in response to every move played by \( O \), such that no matter how \( O \) decides to play, he will inevitably be ‘run out of moves’. We clarify the definition with a few examples. A formal definition is provided in chapter 5.

### Examples

We consider some ‘discussions’ of terms, and then show the corresponding winning strategies in arenas.

**Booleans** Let \( \text{Bool} \) be the type \( X \to X \to X \), so-called because there are two normal forms of this type:

\[
\begin{align*}
\text{true} &= \lambda x. \lambda f. x \\
\text{false} &= \lambda x. \lambda f. f
\end{align*}
\]

These two \( \eta \)-long, \( \beta \)-normal terms correspond to the following ‘strategies’ in the ‘top-down term-discussion’ of a term \( b \) of type \( \text{Bool} \). The ‘strategy’ of \( \text{true} \) is to select \( t \) as head variable:

\[
\begin{align*}
\text{O chooses } b & \quad b = \lambda x. \lambda f. x \quad b : X \to X \to X \\
\text{P chooses } t & \quad b = \lambda x. \lambda f. t \quad t : X
\end{align*}
\]

The ‘strategy’ of \( \text{false} \) is to select \( f \) as head variable:

\[
\begin{align*}
\text{O chooses } b & \quad b = \lambda x. \lambda f. x \quad b : X \to X \to X \\
\text{P chooses } f & \quad b = \lambda x. \lambda f. f \quad f : X
\end{align*}
\]

In either case, the game is over, since \( t \) and \( f \) are of ground type \( X \): \( O \) has been run out of moves, since \( t \) and \( f \) take no arguments.

In terms of arenas and winning strategies, the corresponding picture is as follows. The arena of \( \text{Bool} \), say via the ‘tagging’ \( X^t \to X^f \to X^b \), is

\[
\begin{array}{c}
\text{O} \\
\downarrow b
\end{array}
\quad
\begin{array}{c}
\text{P} \\
\rightarrow t
\end{array}
\quad
\begin{array}{c}
\quad f
\end{array}
\]
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The winning strategies are:

1. \textbf{true} plays \( t \) in response to \( b \): \( b \overset{t}{ightarrow} \)

2. \textbf{false} plays \( f \) in response to \( b \): \( b \overset{f}{ightarrow} \)

\( O \) is ‘run out of moves’ after either strategy because there are no moves below \( t \) or \( f \) in the arena.

\textbf{Boolean not function}  Consider the term

\[ \text{not} = \lambda b_1^{\mathbb{Bool}}. \lambda t^X. \lambda f^X. b_1 f t = \lambda b_1^{X \to X}. \lambda t^X. \lambda f^X. b_1 f t \]

of type

\[ \text{Bool} \to \text{Bool} = (X \to X \to X) \to (X \to X \to X) \]

which has \( \beta \)-reductions

\[ \text{not(true)} \xrightarrow{\beta} \text{false} \]
\[ \text{not(false)} \xrightarrow{\beta} \text{true} \]

Here is a discussion of \text{not}:

\begin{tabular}{llll}
\( O \) chooses \text{not} & \( \text{not} = \lambda b_1^{\mathbb{Bool}}. \lambda t^X. \lambda f^X. ? \) & \( \text{not} : \text{Bool} \to X \to X \to X \\
\( P \) chooses \( b_1 \) & \( \text{not} = \lambda b_1^{\mathbb{Bool}}. \lambda t^X. \lambda f^X. b_1 w \) & \( b_1 : X \to X \to X \\
\( O \) chooses \( u \) & \( u = ? \) & \( u : X \\
\( P \) chooses \( f \) & \( u = f \) & \( f : X \)
\end{tabular}

Had \( O \) decided to look at the second argument \( v \) of \( b_1 \) instead, the discussion would have been:

\begin{tabular}{llll}
\( O \) chooses \text{not} & \( \text{not} = \lambda b_1^{\mathbb{Bool}}. \lambda t^X. \lambda f^X. ? \) & \( \text{not} : \text{Bool} \to X \to X \to X \\
\( P \) chooses \( b_1 \) & \( \text{not} = \lambda b_1^{\mathbb{Bool}}. \lambda t^X. \lambda f^X. b_1 u \) & \( b_1 : X \to X \to X \\
\( O \) chooses \( v \) & \( v = ? \) & \( v : X \\
\( P \) chooses \( t \) & \( v = t \) & \( t : X \)
\end{tabular}

In terms of arenas and winning strategies, the corresponding picture is as follows. The arena of

\[ \text{Bool} \to \text{Bool} = (X \to X \to X) \to (X \to X \to X) \]

via the tagging

\[ (X^{t_1} \to X^{b_1} \to X^{f_1}) \to (X^t \to X^f \to X^b) \]

is

```
O
  |
  b

P
 b_1
 |
|
 |
 t
 |
|
 f

O
 t_1
 |
|
 f_1
```
The two discussions of not correspond to the following positions:

\[
\begin{array}{ccc}
O & b & b_

\\
P & b_1 & t & f
\\
O & t_1 & f_1 & f
\end{array}
\begin{array}{ccc}
O & P & O & P
\\
O & P & O & P
\end{array}
\]

**Naturals** Let \( \textbf{Nat} \) be the type

\[(X \to X) \to X \to X\]

whose closed, \( \eta \)-long, \( \beta \)-normal forms are the Church numerals:

\[m = \lambda s^{X \to X}. \lambda z^X. s (s (\ldots (s (s z) \ldots))) \]

Think of \( s \) as ‘successor’ and \( z \) as ‘zero’. Here is a discussion of the Church numeral \( m \):

\[
\begin{array}{cccc}
O \text{ chooses } n & n = \lambda s^{X \to X}. \lambda z^X. ? & n & : (X \to X) \to X \to X \\
P \text{ chooses } s & n & = \lambda s^{X \to X}. \lambda z^X. sa_1 & s & : X \to X \\
O \text{ chooses } a_1 & a_1 & = ? & a_1 & : X \\
P \text{ chooses } s & a_1 & = sa_2 & s & : X \to X \\
O \text{ chooses } a_2 & a_2 & = ? & a_2 & : X \\
P \text{ chooses } s & a_m & = sa_{m-1} & s & : X \to X \\
O \text{ chooses } a_m & a_m & = ? & a_m & : X \\
P \text{ chooses } z & a_m & = z & z & : X \\
\end{array}
\]

In terms of arenas and winning strategies, the corresponding picture is as follows. The arena of \( \textbf{Nat} = (X \to X) \to X \to X \) via the tagging

\[(X^a \to X^b) \to X^z \to X^n\]

is

\[
\begin{array}{ccc}
O & n & \langle \\
P & s & z \\
O & a \\
\end{array}
\]

Think of \( O \)'s move \( a \) as ‘applied to’ or ‘argument=?’. The discussions of \( O, L, \) and \( Z \) correspond to the following positions:
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\[
\begin{array}{c}
\text{n} \\
\text{O} \quad \text{z} \\
\text{P}
\end{array}
\]

\[
\begin{array}{c}
\text{n} \\
\text{O} \quad \text{s} \quad \text{a} \quad \text{z} \\
\text{P} \quad \text{O} \quad \text{O} \quad \text{P}
\end{array}
\]

\[
\begin{array}{c}
\text{n} \\
\text{O} \quad \text{s} \quad \text{a} \quad \text{s} \quad \text{a} \quad \text{z} \\
\text{P} \quad \text{O} \quad \text{O} \quad \text{P} \quad \text{O} \quad \text{P}
\end{array}
\]

The strategy for \( m \) plays \( s \) \( m \) times before playing \( z \).

**Successor** Consider the term\(^1\)

\[
suc = \lambda n_1^{\text{Nat}}, \lambda s^X \rightarrow X, \lambda z^X, n_1(\lambda a_1^X, sa_1)(sz)
\]

\[
= \lambda n_1^{(X \rightarrow X) \rightarrow (X \rightarrow X), \lambda s^X \rightarrow X, \lambda z^X, n_1(\lambda a_1^X, sa_1)(sz)}
\]

of type

\[
\text{Nat} \rightarrow \text{Nat} = ((X \rightarrow X) \rightarrow X \rightarrow X) \rightarrow ((X \rightarrow X) \rightarrow X \rightarrow X)
\]

which has \( \beta \)-reductions

\[
suc(m) \xrightarrow{\beta} m + 1
\]

for each church numeral \( m \).

Here is the discussion of \( suc \) when \( O \) chooses to look at the first argument of \( n_1 \) (we abbreviate "chooses" to "ch."):

\[
\begin{array}{ll}
\text{O ch. n} & n = \lambda n_1^{\text{Nat}}, \lambda s^X \rightarrow X, \lambda z^X, ? \\
\text{P ch. n_1} & n = \lambda n_1^{\text{Nat}}, \lambda s^X \rightarrow X, \lambda z^X, n_1(s_1 z_1) \\
\text{O ch. s_1} & s_1 = \lambda a_1^X, ? \\
\text{P ch. s} & s_1 = \lambda a_1^X, sa \\
\text{O ch. a} & a = ? \\
\text{P ch. a_1} & a = a_1
\end{array}
\]

\( n : \text{Nat} \rightarrow (X \rightarrow X) \rightarrow X \rightarrow X \)

\( n_1 : (X \rightarrow X) \rightarrow X \rightarrow X \)

\( s_1 : X \rightarrow X \)

\( s : X \rightarrow X \)

\( a : X \)

\( a_1 : X \)

Had \( O \) decided to look at the second argument of \( n_1 \) instead, the discussion would have been:

\[
\begin{array}{ll}
\text{O ch. n} & n = \lambda n_1^{\text{Nat}}, \lambda s^X \rightarrow X, \lambda z^X, ? \\
\text{P ch. n_1} & n = \lambda n_1^{\text{Nat}}, \lambda s^X \rightarrow X, \lambda z^X, n_1(s_1 z_1) \\
\text{O ch. z_1} & z_1 = ? \\
\text{P ch. s} & z_1 = sa \\
\text{O ch. a} & a = ? \\
\text{P ch. z} & a = z
\end{array}
\]

\( z_1 : X \)

\( s : X \rightarrow X \)

\( a : X \)

\( z : X \)

\(^1\)Without \( \eta \)-expansion \( suc \) would be \( \lambda n_1^{\text{Nat}}, \lambda s^X \rightarrow X, \lambda z^X, n_1(s) \).
3.2. \textit{INTERACTION}

In terms of arenas and winning strategies, the corresponding picture is as follows. The arena of

\[ \text{Nat} \rightarrow \text{Nat} = ((X \rightarrow X) \rightarrow X \rightarrow X) \rightarrow ((X \rightarrow X) \rightarrow X \rightarrow X) \]

via the tagging

\[ ((X^{s_1} \rightarrow X^{s_1}) \rightarrow X^{z_1} \rightarrow X^{n_1}) \rightarrow ((X^{a} \rightarrow X^{a}) \rightarrow X^{z} \rightarrow X^{n}) \]

is

\[ \begin{tikzpicture}
    \node (P) at (0,0) \{P\};
    \node (O) at (0,-1) \{O\};
    \node (n) at (1,1) \{n\};
    \node (s) at (2,0) \{s\};
    \node (z) at (2,-1) \{z\};
    \node (a) at (0,-2) \{a\};
    \node (n1) at (1,0) \{n_1\};
    \node (s1) at (2,-0.5) \{s_1\};
    \node (z1) at (2,-2.5) \{z_1\};
    \path[->] (P) edge (n)
            (O) edge (n1)
            (n) edge (s)
            (s) edge (z)
            (n1) edge (s1)
            (s1) edge (z1)
            (z1) edge (a)
            (P) edge (a1)
    \end{tikzpicture} \]

The two discussions of \texttt{suc} correspond to the following positions:

\[ \begin{array}{ccccccc}
    & n & n_1 & s_1 & s & a & a_1 \\
O & P & O & P & O & P \\
\end{array} \quad \begin{array}{ccccccc}
    & n & n_1 & z_1 & s & a & z \\
O & P & O & P & O & P \\
\end{array} \]

\section*{3.2 Interaction}

We interpret computation (i.e. normalisation or reduction) as the interaction of strategies. Think of a strategy as a kind of process, in the sense of concurrency theory (e.g. CCS [Mil80] or CSP [Hoa85]), namely as the transition graph (tree) consisting of its set of stimulus-response traces (sequences). Then interaction is a form of ‘parallel composition with hiding’.

We shall explore this idea with three examples of interaction, corresponding to the reductions:

\[
\begin{align*}
    \text{not(true)} & \xrightarrow{\beta} \text{false} \\
    \text{suc(0)} & \xrightarrow{\beta} 1 \\
    \text{suc(1)} & \xrightarrow{\beta} 2
\end{align*}
\]

The third example requires a concept introduced by Hyland, Nickau, and Ong, which is critical for making interaction succeed: the \textit{view} of a sequence with justification pointers.

**Example 1**

We consider the interaction of the \texttt{not} strategy on $\text{Bool}_1 \rightarrow \text{Bool}$ with the strategy \texttt{true} on $\text{Bool}_1$. (We subscript the input copy of \text{Bool} for distinguishability.)
3.2. **INTERACTION**

By playing `not` and `true` in 'parallel', and then 'hiding' their interaction on `Bool`, we shall obtain a strategy '?' on `Bool`. We anticipate, of course, that '?' will turn out to be the winning strategy `false`.

There are three points of view during the interaction: (i) the play so far in `Bool₁`, (ii) the play so far in `Bool₁ → Bool`, and (iii) the play so far in `Bool₁`. The first move is by `O` in `Bool`:

```
<table>
<thead>
<tr>
<th>?</th>
<th>Boolean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><code>b</code></td>
</tr>
<tr>
<td></td>
<td><code>O</code></td>
</tr>
</tbody>
</table>
```

```
Bool₁ not Bool
```

```
<table>
<thead>
<tr>
<th>true</th>
<th>Boolean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><code>b</code></td>
</tr>
<tr>
<td></td>
<td><code>O</code></td>
</tr>
</tbody>
</table>
```

This is 'transmitted' to `Bool₁ → Bool` immediately, as the opening `O`-move of that arena:

```
<table>
<thead>
<tr>
<th>?</th>
<th>Boolean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><code>b</code></td>
</tr>
<tr>
<td></td>
<td><code>O</code></td>
</tr>
</tbody>
</table>
```

```
Bool₁ not Bool
```

```
<table>
<thead>
<tr>
<th>true</th>
<th>Boolean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><code>b</code></td>
</tr>
<tr>
<td></td>
<td><code>O</code></td>
</tr>
</tbody>
</table>
```

This move acts as a stimulus for `not`. Looking at its 'crib-sheet', consisting of the two positions on page 26, we see that the response of `not` is as follows:
The response is transmitted to \texttt{true} in \texttt{Bool_1} to arrive as an opening \texttt{O}-stimulus:

\[
\begin{array}{c|c|c}
\text{Bool} & b & O \\
\end{array}
\]

\[
\begin{array}{c|c|c}
\text{Bool_1} \rightarrow \text{Bool} & b \rightarrow b_1 & O \rightarrow P \\
\end{array}
\]

\[
\begin{array}{c|c|c}
\text{true} & b_1 & O \\
\end{array}
\]

The response of \texttt{true} is:

\[
\begin{array}{c|c|c}
\text{Bool} & b & O \\
\end{array}
\]

\[
\begin{array}{c|c|c}
\text{Bool_1} \rightarrow \text{Bool} & b \rightarrow b_1 & O \rightarrow P \\
\end{array}
\]

\[
\begin{array}{c|c|c}
\text{true} & b_1 \rightarrow t_1 & O \rightarrow P \\
\end{array}
\]

which is duly sent to \texttt{Bool_1} \rightarrow \texttt{Bool}, inside which it appears as an \texttt{O}-move:
3.2. INTERACTION

\[
\begin{array}{c|c|c|c}
\hline
\mathsf{?} & b & 0 \\
\hline
\end{array}
\]

\[
\begin{array}{c|c|c|c}
\hline
\mathsf{Bool} & b & b_1 & t_1 \\
\hline
0 & P & 0 & O \\
\hline
\end{array}
\]

\[
\begin{array}{c|c|c|c}
\hline
\mathsf{true} & \mathsf{Bool} & b_1 & t_1 \\
\hline
0 & P & O & P \\
\hline
\end{array}
\]

Again, looking at \texttt{not}'s cribsheet, its response is:

\[
\begin{array}{c|c|c|c}
\hline
\mathsf{?} & b & 0 \\
\hline
\end{array}
\]

\[
\begin{array}{c|c|c|c|c}
\hline
\mathsf{Bool} & b & b_1 & t_1 & f \\
\hline
O & P & 0 & 0 & P \\
\hline
\end{array}
\]

\[
\begin{array}{c|c|c|c|c}
\hline
\mathsf{true} & \mathsf{Bool} & b_1 & t_1 \\
\hline
0 & P & P & O \\
\hline
\end{array}
\]

which, since it is in the \texttt{Bool} sub-area of \texttt{Bool} \to \texttt{Bool}, is sent as the final 'team-response' in \texttt{Bool}:

\[
\begin{array}{c|c|c|c}
\hline
\mathsf{?} & b & f & 0 \\
\hline
\end{array}
\]

\[
\begin{array}{c|c|c|c|c}
\hline
\mathsf{Bool} & b & b_1 & t_1 & f \\
\hline
O & P & 0 & 0 & P \\
\hline
\end{array}
\]

\[
\begin{array}{c|c|c|c|c}
\hline
\mathsf{true} & \mathsf{Bool} & b_1 & t_1 \\
\hline
0 & P & O & P \\
\hline
\end{array}
\]

Now 'hiding' the bottom two rows, and just looking at what happened on \texttt{Bool}, we see that the composite '?' is indeed the strategy \texttt{false}.

**Example 2**

We consider the interaction of the \texttt{Suc} strategy on \texttt{Nat} \to \texttt{Nat} with the strategy \texttt{0} on \texttt{Nat}.

(We subscript the input copy of \texttt{Nat} for distinguishability.)
3.2. **INTERACTION**

By playing \( \text{suc} \) and \( \underline{0} \) in ‘parallel’, and then ‘hiding’ their interaction on \( \text{Nat} \), we hope to observe the winning strategy \( \langle \rangle \).

There are three points of view during the interaction: (i) the play so far in \( \text{Nat} \), (ii) the play so far in \( \text{Nat}_1 \to \text{Nat} \), and (iii) the play so far in \( \text{Nat}_1 \). The first move is by \( O \) in \( \text{Nat} \):

\[
\begin{array}{c}
\text{Nat} \\
\hline
\frac{?}{\text{Nat}} \quad n \\
\hline
\underline{0}
\end{array}
\]

\( \text{Nat}_1 \leftrightarrow \text{Nat} \)

This is ‘transmitted’ to \( \text{Nat}_1 \to \text{Nat} \) immediately, as the opening \( O \)-move of that arena:

\[
\begin{array}{c}
\text{Nat} \\
\hline
\frac{?}{\text{Nat}} \quad n \\
\hline
\underline{0}
\end{array}
\]

\( \text{Nat}_1 \leftrightarrow \text{Nat} \)

\( \text{Nat}_1 \lor \text{Nat} \)

This move acts as a stimulus for \( \text{suc} \). Looking at its ‘crib-sheet’, consisting of the two positions on page 28, we see that the response of \( \text{suc} \) is to play:
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\[
\begin{array}{c}
\text{Nat} \\
\end{array}
\]

\[
\begin{array}{c}
\text{Nat} \\
\end{array}
\]

\[
\begin{array}{c}
\text{Nat} \\
\end{array}
\]

\[
\begin{array}{c}
\text{Nat} \\
\end{array}
\]

\[
\begin{array}{c}
\text{Nat} \\
\end{array}
\]

\[
\begin{array}{c}
\text{Nat} \\
\end{array}
\]

\[
\begin{array}{c}
\text{Nat} \\
\end{array}
\]

The response is transmitted to $\underline{0}$ in $\text{Nat}_1$ to arrive as an opening $O$-stimulus:

\[
\begin{array}{c}
\text{Nat} \\
\end{array}
\]

\[
\begin{array}{c}
\text{Nat} \\
\end{array}
\]

\[
\begin{array}{c}
\text{Nat} \\
\end{array}
\]

The response of $\underline{0}$ is:

\[
\begin{array}{c}
\text{Nat} \\
\end{array}
\]

\[
\begin{array}{c}
\text{Nat} \\
\end{array}
\]

\[
\begin{array}{c}
\text{Nat} \\
\end{array}
\]

\[
\begin{array}{c}
\text{Nat} \\
\end{array}
\]

which is duly sent to $\text{Nat}_1 \rightarrow \text{Nat}$, inside which it appears as an $O$-move:
Again, looking at \texttt{suc}'s cribsheet, its response is:

\[
\begin{array}{c}
\text{Nat} \\ n \\
\text{0} \quad \text{Nat}
\end{array}
\]

\[
\begin{array}{c}
\text{Nat} \quad n \\
\text{0} \quad \text{Nat}
\end{array}
\]

which, since it is in the \texttt{Nat} sub-arena of \texttt{Nat} \to \texttt{Nat}, is sent as the first 'team-response' in \texttt{Nat}:

\[
\begin{array}{c}
\text{Nat} \quad n \\
\text{0} \quad \text{Nat}
\end{array}
\]

Now it is \texttt{O} to play in \texttt{Nat}. Since \texttt{s} has a unique child \texttt{a}, there is no choice but to play it:
This move is in the \texttt{Nat} sub-arena of \texttt{Nat}_1 \rightarrow \texttt{Nat}, so is transmitted as another stimulus for \texttt{suc}:

Looking at the ‘crib-sheet’ (page 28), we see that \texttt{suc} determines to play:

This is transmitted back up to \texttt{Nat} as the final move of the interaction:
As we can see, the end result of the interaction is the strategy \( \bot \) in \( \text{Nat} \).

**Example 3**

This example will introduce an important concept in the Hyland/Ong/Nickau approach to game semantics: the *view* of a sequence with justification pointers. We consider the interaction of \( \text{suc} \) on \( \text{Nat}_1 \rightarrow \text{Nat} \) with \( \bot \) on \( \text{Nat}_1 \). (Again, we subscript the input copy of \( \text{Nat} \) for distinguishability.)

By playing \( \text{suc} \) and \( \bot \) in ‘parallel’, and then ‘hiding’ their interaction on \( \text{Nat} \), we hope to observe the winning strategy \( \bot \).

The first four events are exactly as in the last interaction, (i) send \( n \) from \( \text{Nat} \), (ii) receive \( n \) in \( \text{Nat}_1 \rightarrow \text{Nat} \); (iii) send \( n_1 \) from \( \text{Nat}_1 \rightarrow \text{Nat} \); (iv) receive \( n_1 \) in \( \text{Nat}_1 \):
3.2. *INTERACTION*

\[\begin{array}{|c|c|}
\hline
\text{Nat} & n \\
\hline
0 & n \\
\hline
\end{array}\]

\[\begin{array}{|c|c|}
\hline
\text{Nat} & n \\
\hline
0 & n_1 \\
\hline
\end{array}\]

\[\begin{array}{|c|c|}
\hline
\text{Nat} & n \\
\hline
0 & P \\
\hline
\end{array}\]

At this point, 1 deviates from the strategy 0 by responding to \(n_1\) with:

\[\begin{array}{|c|c|}
\hline
\text{Nat} & n \\
\hline
0 & n \\
\hline
\end{array}\]

\[\begin{array}{|c|c|}
\hline
\text{Nat} & n \\
\hline
0 & n_1 \\
\hline
\end{array}\]

\[\begin{array}{|c|c|}
\hline
\text{Nat} & n \\
\hline
0 & P \\
\hline
\end{array}\]

This is received as an \(O\)-move by \texttt{suc} in \(\text{Nat}_1 \rightarrow \text{Nat}\):

\[\begin{array}{|c|c|}
\hline
\text{Nat} & n \\
\hline
0 & n \\
\hline
\end{array}\]

\[\begin{array}{|c|c|}
\hline
\text{Nat} & n \\
\hline
0 & n_1 \\
\hline
\end{array}\]

\[\begin{array}{|c|c|}
\hline
\text{Nat} & n \\
\hline
0 & s_1 \\
\hline
\end{array}\]

As indicated by the first of the two positions of the cribsheet (page 28), \texttt{suc}'s response is:
3.2. *INTERACTION*

\[ 
\begin{array}{cc}
\{ & \\
\text{Nat} & n \\
\end{array}
\]

\[ n \]

\[ 0 \]

\[ \begin{array}{ccc}
\text{Nat}_1 \xrightarrow{\text{sw}} & \text{Nat} & \\
\hline
n & n_1 & s_1 & s \\
O & P & O & P \\
\end{array} \]

\[ \begin{array}{cc}
\{ & \\
\text{Nat}_1 & n_1 \\
\end{array}
\]

\[ n_1 \quad s_1 \\
O & P \\
\]

Sending this up to \( \text{Nat} \) provides the response to \( O \)'s original move in \( \text{Nat} \):

\[ 
\begin{array}{cc}
\{ & \\
\text{Nat} & n \\
\end{array}
\]

\[ n \quad s \\
O & P \\
\]

\[ \begin{array}{ccc}
\text{Nat}_1 \xrightarrow{\text{sw}} & \text{Nat} & \\
\hline
n & n_1 & s_1 & s \\
O & P & O & P \\
\end{array} \]

\[ \begin{array}{cc}
\{ & \\
\text{Nat}_1 & n_1 \\
\end{array}
\]

\[ n_1 \quad s_1 \\
O & P \\
\]

Since \( s \) has but one child \( a \) in \( \text{Nat} \), \( O \) has no choice but to play it:

\[ 
\begin{array}{cc}
\{ & \\
\text{Nat} & n \\
\end{array}
\]

\[ n \quad s \quad a \\
O & P & O \\
\]

\[ \begin{array}{ccc}
\text{Nat}_1 \xrightarrow{\text{sw}} & \text{Nat} & \\
\hline
n & n_1 & s_1 & s \\
O & P & O & P \\
\end{array} \]

\[ \begin{array}{cc}
\{ & \\
\text{Nat}_1 & n_1 \\
\end{array}
\]

\[ n_1 \quad s_1 \\
O & P \\
\]

This is received in \( \text{Nat}_1 \rightarrow \text{Nat} \):
3.2. \textit{INTERACTION}

\begin{center}
\begin{tikzpicture}
\node (n) at (0,0) {$n$};
\node (a) at (2,0) {$a$};
\node (o) at (0,-0.5) {$O$};
\node (p) at (2,-0.5) {$P$};
\node (m1) at (0,-1.5) {$n_1$};
\node (s1) at (2,-1.5) {$s_1$};
\draw (n) -- (a);
\draw (o) -- (p);
\end{tikzpicture}
\end{center}

\bigskip

\textbf{Nat}$_1$ \xrightarrow{\text{ suc }} \textbf{Nat}

\begin{center}
\begin{tikzpicture}
\node (n) at (0,0) {$n$};
\node (a) at (2,0) {$a$};
\node (o) at (0,-0.5) {$O$};
\node (p) at (2,-0.5) {$P$};
\node (m1) at (0,-1.5) {$n_1$};
\node (s1) at (2,-1.5) {$s_1$};
\draw (n) -- (a);
\draw (o) -- (p);
\end{tikzpicture}
\end{center}

\bigskip

As determined by the first of the two positions of its ‘crib-sheet’, suc is programmed to play:

\begin{center}
\begin{tikzpicture}
\node (n) at (0,0) {$n$};
\node (a) at (2,0) {$a$};
\node (o) at (0,-0.5) {$O$};
\node (p) at (2,-0.5) {$P$};
\node (m1) at (0,-1.5) {$n_1$};
\node (s1) at (2,-1.5) {$s_1$};
\draw (n) -- (a);
\draw (o) -- (p);
\end{tikzpicture}
\end{center}

\bigskip

\textbf{Nat}$_1$ \xrightarrow{\text{ suc }} \textbf{Nat}

\begin{center}
\begin{tikzpicture}
\node (n) at (0,0) {$n$};
\node (a) at (2,0) {$a$};
\node (o) at (0,-0.5) {$O$};
\node (p) at (2,-0.5) {$P$};
\node (m1) at (0,-1.5) {$n_1$};
\node (s1) at (2,-1.5) {$s_1$};
\draw (n) -- (a);
\draw (o) -- (p);
\end{tikzpicture}
\end{center}

\bigskip

Copying this move accross to \textbf{Nat}$_1$, where it is seen as an \textit{O}-move, we have:

\begin{center}
\begin{tikzpicture}
\node (n) at (0,0) {$n$};
\node (a) at (2,0) {$a$};
\node (o) at (0,-0.5) {$O$};
\node (p) at (2,-0.5) {$P$};
\node (m1) at (0,-1.5) {$n_1$};
\node (s1) at (2,-1.5) {$s_1$};
\draw (n) -- (a);
\draw (o) -- (p);
\end{tikzpicture}
\end{center}

\bigskip

\textbf{Nat}$_1$ \xrightarrow{\text{ suc }} \textbf{Nat}

\begin{center}
\begin{tikzpicture}
\node (n) at (0,0) {$n$};
\node (a) at (2,0) {$a$};
\node (o) at (0,-0.5) {$O$};
\node (p) at (2,-0.5) {$P$};
\node (m1) at (0,-1.5) {$n_1$};
\node (s1) at (2,-1.5) {$s_1$};
\draw (n) -- (a);
\draw (o) -- (p);
\end{tikzpicture}
\end{center}

\bigskip

The response of 1, having already played $s_1$ once, is to play $z_1$, ‘winning’ the game in \textbf{Nat}$_1$:

\begin{center}
\begin{tikzpicture}
\node (n) at (0,0) {$n$};
\node (a) at (2,0) {$a$};
\node (o) at (0,-0.5) {$O$};
\node (p) at (2,-0.5) {$P$};
\node (m1) at (0,-1.5) {$n_1$};
\node (s1) at (2,-1.5) {$s_1$};
\node (a1) at (4,-1.5) {$a_1$};
\draw (n) -- (a);
\draw (o) -- (p);
\end{tikzpicture}
\end{center}
3.2. INTERACTION

We copy this back up to $\text{Nat}_1 \rightarrow \text{Nat}$, where it appears as an $O$-move:

At this point, all of a sudden there is a problem: the current state in $\text{Nat}_1 \rightarrow \text{Nat}$ is not a position, because the justifier of $z_1$ is not the immediately preceding $P$-move. (Recall our definition of position on page 23.) The solution of Hyland, Nickau and Ong was to hide everything between the source $z_1$ and the target $n_1$ of the $O$-pointer, so that the view, as far as $\text{Suc}$ is concerned, is a well-defined position:

The view is an initial segment of the second position of $\text{Suc}$'s 'crib-sheet' (page 28), so we obtain the following response:
The move \( s \) is in the \( \text{Nat} \) subarena, so is transmitted upstairs to form the second ‘team-response’:

\[
\begin{align*}
\text{Nat} & \xrightarrow{s} \text{Nat} \\
0 & \xrightarrow{s} P O 0 \\
\end{align*}
\]

\[
\begin{align*}
\text{Nat}_1 \xrightarrow{s} \text{Nat} & \\
0 & \xrightarrow{s} P 0 0 P 0 \quad a_1 \xrightarrow{s} z_1 \\
\end{align*}
\]

\[
\begin{align*}
\text{Nat}_1 & \xrightarrow{s} \text{Nat} \\
0 & \xrightarrow{s} P 0 0 P 0 \\
\end{align*}
\]

\[
\begin{align*}
\text{Nat}_1 & \xrightarrow{s} \text{Nat} \\
0 & \xrightarrow{s} P 0 0 P 0 \quad a_1 \xrightarrow{s} z_1 \\
\end{align*}
\]

\[
\begin{align*}
\text{Nat} & \xrightarrow{s} \text{Nat} \\
0 & \xrightarrow{s} P O 0 \\
\end{align*}
\]

\[
\begin{align*}
\text{Nat}_1 \xrightarrow{s} \text{Nat} & \\
0 & \xrightarrow{s} P 0 0 P 0 \quad a_1 \xrightarrow{s} z_1 \\
\end{align*}
\]

\[
\begin{align*}
\text{Nat}_1 \xrightarrow{s} \text{Nat} & \\
0 & \xrightarrow{s} P 0 0 P 0 \quad a_1 \xrightarrow{s} z_1 \\
\end{align*}
\]

This is transmitted back down to \( \text{suc} \):
3.2. INTERACTION

Looking once more at suc’s crib-sheet, we get:

This is sent to Nat as the final winning move:

As anticipated, the result of the interaction is the strategy 2 on Nat.

This section was intended to be informal and accessible. A formal definition of interaction for hypergames is given in Chapter 6, the first-order fragment of which is exactly the interaction introduced intuitively above.
3.3 Hyland/Ong interaction differs from Nickau interaction

It is now folklore in game semantics that the Hyland/Ong and Nickau models are the same. In this section we highlight a hitherto neglected difference between the interaction in the two models. For technical reasons, we took Nickau's interaction as the first-order basis of hypergame interaction.

The notion of strategy introduced in this chapter corresponds to Hyland and Ong's notion of innocent strategy, and to Nickau's notion of sequential strategy (also called a decision tree). Hyland and Ong define a more general notion of strategy in an arena, of which an innocent strategy is a specialisation. They then define composition of general strategies, and prove that innocence is preserved by composition. Nickau, however (see pages 22-27 of [Nic96]) defines the composition of sequential strategies directly, without reference to a larger space of more general strategies.

We highlight two consequences of the difference. The first is an advantage of the Nickau approach, and the second is an advantage of the Hyland/Ong approach.

1. In dealing with only the space of strategies of ultimate interest, the proof of compositionality is much easier in the Nickau approach.

2. Hyland and Ong's definition of composition for a larger class of strategies enabled one to think of innocence as an additional 'rule' or 'constraint' in a larger notion of game. This line of thinking leads one to ask what can be modelled by relaxing the rule. This idea (as well as the relaxation of various other constraints) is at the heart of Abramsky's programme of using game semantics to explore the space of programming languages [AM99a].

We elaborate on the distinction between the two models. Our definition of position for $\lambda_1^+$, asymmetric in the sense that $O$'s pointers are forced to target the previous move, coincides exactly with a path in a Nickau decision tree\(^2\). For example, take a look once again at the top sequence of the last example of interaction, the $\text{Nat}$ component: since this is an asymmetric position, we see a path of the decision tree emerging directly. $O$ in $\text{Nat}$, because of asymmetry, can target only the previous move with a pointer. If this were the corresponding picture of interaction in the Hyland/Ong model, things would be complicated by the fact that $O$ would not be subject to this constraint in $\text{Nat}$.

The hypergame model uses Nickau-style composition for two reasons. The pragmatic reason is that the move to second order brings with it sufficient combinatorial complications as it is, without one also having to cope with defining composition for some 'larger' class of strategies. The technical reason is that there seemed to be no immediately obvious notion of a 'larger space' in which both players could be treated symmetrically.

3.3.1 Games, interaction, and abstract machines

We finish the chapter with a remark about the relationship between the interaction of strategies and abstract machines. Danos, Herbelin, and Regniers [DHR96], have indicated that the interaction in the Hyland/Ong model is the hyper-lazy linear head reduction of the Pointer Abstract Machine, a variant of Krivine's Abstract Machine. In the light of the distinction between Hyland/Ong and Nickau interaction elicited above, it would be more accurate to \(^2\)Once stripped of the $\text{PCF}$ apparatus, such as questions, answers, and bracketing. All our moves are effectively questions.
say that it is the interaction in the Nickau model that corresponds to linear head reduction. The justification is that a decision tree is the same thing as a Böhm tree presentation of a head normal form. The abstract machine produces the output term directly, in other words, it produces paths of a decision tree directly, exactly as in the Nickau model. There is no 'larger space of terms' computed by the machine, of which the 'innocent' ones are a specialisation.
Chapter 4

Polymorphic arenas

A type of system $F$ will be interpreted as a kind of ‘abstract Böhm forest’ called a polymorphic arena. As an example, given the type

$$T = \forall X. \forall Y. (X \to (\forall Z. X \to Y \to Z \to Y) \to X)$$

we first draw its Böhm tree

\[
\begin{array}{c}
\forall X \forall Y X \\
\\
X \quad \forall Z Y \\
\quad X \quad Y \quad Z
\end{array}
\]

(the process for which will be explained below) and then “abstract” to form the polymorphic arena interpreting $T$:

The six bound occurrences of type variables become the six vertices •, the three binding occurrences of type variables become the three vertices □, the five occurrences of the arrow \rightarrow in the type become the five straight edges -----, and binding is represented by the arcs -----. In this case, the forest consists of only a single tree.
4.1 Böhm forests

Our formal game semantics will be in terms of polymorphic arenas, but since Böhm forests (our terminology for “forest of Böhm trees”) offer a useful intuitive stepping stone, we present an informal interpretation of types as Böhm forests. We begin with product- and unit-free types of system $F$, for which a Böhm forest will always be a single tree.

**Böhm trees for system $F$ types**

- **Type variables.** A type variable $X$ is interpreted as the Böhm tree consisting of a single vertex labelled $X$.

- **Arrow.** If $T$ and $T'$ have Böhm trees

  \[
  \forall X \exists Z \\
  T \\
  \forall Y \exists Z' \\
  T'
  \]

  respectively, where $\forall X = \forall X_1 \ldots \forall X_m$ and $\forall Y = \forall Y_1 \ldots \forall Y_n$, then $T \rightarrow T'$ has Böhm tree

  \[
  \forall Y \exists Z' \\
  \forall X \exists Z \\
  T \\
  T'
  \]

  formed by connecting the root variables $Z$ of $T$ and $Z'$ of $T'$ with an edge, where we rename the $Y_i$ if necessary in order to avoid capture of free variables below it in the Böhm tree of $T$.

- **Universal quantification.** With $T$ as above, the type $\forall Y.T$ has Böhm tree

  \[
  \forall Y \exists X \exists Z \\
  T
  \]

Note that, after renaming $X$ if necessary to avoid capture of free variables in $T$, the types $T \rightarrow \forall X.T'$ and $\forall X.T \rightarrow T'$ have the same Böhm tree: the graphical operations “inserting an edge between root variables” and “slotting in a new binding variable next to a root variable” commute. For example, $Y \rightarrow \forall X.X$ and $\forall X.Y \rightarrow X$ have the same Böhm tree. Interpreting $Y \rightarrow \forall X.X$ we “slot in a binding variable” then “insert an edge”:

\[
X \rightarrow \forall X.X \rightarrow \forall X.X \rightarrow Y
\]
and interpreting $\forall X.Y \rightarrow X$ we “insert and edge” and then “slot in a binding variable”

$$
\begin{align*}
X & \rightarrow X \\
Y & \rightarrow Y
\end{align*}
$$

By induction, since $T \rightarrow \forall X.T' \rightsquigarrow \forall X.T \rightarrow T'$ is the conversion scheme that takes a type of system $F$ to its prenex form, modulo $\alpha$-conversion two types of system $F$ have the same prenex form if and only if they have the same Böhm tree. In particular, modulo $\alpha$-conversion the prenex types of system $F$ are in 1-1 correspondence with Böhm trees.

We now generalise to include product and unit types.

**Böhm forests for system $F$ types**

- **Unit.** The Böhm forest of Unit is the empty forest.

- **Type variables.** A type variable $X$ is interpreted as the single-vertex Böhm forest $X$.

- **Product.** If the Böhm forest of $T$ consists of $n$ trees

  $$
  \mathcal{T}_1 \cdots \mathcal{T}_n
  $$

  and the Böhm forest of $T'$ consists of $m$ trees

  $$
  \mathcal{T}'_1 \cdots \mathcal{T}'_m
  $$

  then the Böhm forest of $T \times T'$ is

  $$
  \mathcal{T}_1 \cdots \mathcal{T}_n \mathcal{T}'_1 \cdots \mathcal{T}'_m
  $$

  obtained by laying the forests side by side.

- **Arrow.** If the Böhm forest of $T$ consists of $n$ trees

  $$
  \mathcal{T}_1 \mathcal{T}_2 \cdots \mathcal{T}_n
  $$

  and the Böhm forest of $T'$ consists of $m$ trees

  $$
  \mathcal{T}'_1 \mathcal{T}'_2 \cdots \mathcal{T}'_m
  $$

  then the forest of $T \rightarrow T'$ is

  $$
  \mathcal{T}_1 \mathcal{T}'_1 \cdots \mathcal{T}_n \mathcal{T}'_n
  $$

  where $\mathcal{T}'$ denotes the “graft” of $\mathcal{T}$ onto the root of $\mathcal{T}'$, as in the interpretation of the arrow $\rightarrow$ of system $F$ above. Thus a copy of the forest of $T$ is made for each tree of $T'$.  
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- **Universal quantification.** If \( T \) has Böhm forest
  \[
  \mathcal{T}_1 \cdots \mathcal{T}_n
  \]
  then \( \forall Y.T \) has Böhm forest
  \[
  \forall Y \mathcal{T}_1 \cdots \forall Y \mathcal{T}_n
  \]
  obtained by placing \( \forall Y \) next to the root of each tree, as in the interpretation of
  universal quantification \( \forall Y \) for system \( F \) above.

As an example here is the step-by-step interpretation of \( \forall X.U \rightarrow (X \times (Z \rightarrow Y)) \) as the
Böhm forest

\[
\begin{array}{c}
\forall X \ X \\
\forall X \ Y \\
\end{array}
\]

\[
\begin{array}{c}
U \\
U \\
Z \\
\end{array}
\]

First, \( X \times (Z \rightarrow Y) \) has the forest

\[
\begin{array}{c}
X \\
Y \\
\end{array}
\]

\[
\begin{array}{c}
\ \ \\
Z \\
\end{array}
\]

Interpreting the arrow \( U \rightarrow \cdots \) grafts a copy of \( U \) onto each of the two trees:

\[
\begin{array}{c}
X \\
Y \\
\end{array}
\]

\[
\begin{array}{c}
U \\
U \\
Z \\
\end{array}
\]

Finally, interpreting \( \forall X.\cdots \) places a quantifier next to the root of each of the trees:

\[
\begin{array}{c}
\forall X \ X \\
\forall X \ Y \\
\end{array}
\]

\[
\begin{array}{c}
U \\
U \\
Z \\
\end{array}
\]

We note various equalities immediate from the graphical nature of our interpretation.
Write \( T \equiv_{BF} T' \) for the assertion that modulo \( \alpha \)-conversion types \( T \) and \( T' \) have the same
Böhm forest. Then

\[
\begin{align*}
\text{Unit} \rightarrow T & \equiv_{BF} T & T_1 \rightarrow T_2 \rightarrow T & \equiv_{BF} T_1 \times T_2 \rightarrow T \\
T \rightarrow \text{Unit} & \equiv_{BF} \text{Unit} & T \rightarrow T_1 \times T_2 & \equiv_{BF} (T \rightarrow T_1) \times (T \rightarrow T_2) \\
\text{Unit} \times T & \equiv_{BF} T & \forall X.T \times T' & \equiv_{BF} (\forall X.T) \times (\forall X.T') \\
T \times \text{Unit} & \equiv_{BF} T & T \rightarrow \forall X.T' & \equiv_{BF} \forall X.T \rightarrow T' \quad (X \text{ not free in } T) \\
\forall X.\text{Unit} & \equiv_{BF} \text{Unit}
\end{align*}
\]

We have already seen the “scope extrusion” \( T \rightarrow \forall X.T' \equiv_{BF} \forall X.T \rightarrow T' \), in the case of
Böhm trees for product and unit-free types.

### 4.2 Polymorphic arenas

Recall our first example of a polymorphic arena obtained via the Böhm tree of the type
\( \forall X.\forall Y.(Y \rightarrow \forall Z.(X \rightarrow Y \rightarrow Z \rightarrow Y) \rightarrow X) \):
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\[
\forall X \forall Y X \quad \forall Z Y
\]

The vertices \( \square \) are called **holes**, and the vertices \( \bullet \) are called **actions**, so-called because of their future roles in a hypergame. We choose the name "action" for a vertex in order to reserve "move" for later.

A hypergame will involve the players tracing paths down polymorphic arenas. For example, taking the previous picture of a polymorphic arena, and naming the vertices in order to distinguish them from one another,

\[
\alpha \beta f
\]

one player starts by playing the opening action \( f \), which enables the other player to play either of the actions \( a \) or \( e \). The choice of \( e \) then enables the original player to play \( b, c, \) or \( d \). The role of the holes \( \alpha, \beta, \gamma \) and the reference arcs \( \ldots \) will be explained in the next chapter.

Before embarking on the formal definition of a polymorphic arena, we show the polymorphic arena abstracting the Böhm forest of \( \forall X. U \to (X \times (Z \to Y)) \), the example from page 48:

\[
\forall X X \quad \forall X Y
\]

This demonstrates the way in which we will handle free variables as "global holes" floating above the forest. Here, \( \gamma, \delta \) and \( \epsilon \) correspond to \( U, Y \) and \( Z \) respectively.

Let \( G = (V, \rightarrow) \) be a graph consisting of a set of vertices \( V \) and an edge relation \( \rightarrow \subseteq V \times V \). A (finite) **path** in \( G \) is a finite sequence \( v_1 \ldots v_n \) of vertices such that \( v_i \rightarrow v_{i+1} \) for \( i = 1, \ldots, n - 1 \). A **root** in \( G \) is a vertex with no incoming edge, i.e. a vertex \( v \in V \) such
that the set \( \{ w \in V : w \to v \} \) is empty. A root-path is a path beginning with a root. A graph \( G = (V, \to) \) is a forest if for every vertex \( v \in V \) there is exactly one root-path in \( G \) ending with \( v \).

**Definition 4.1** A polymorphic arena \( (\text{Act}_A, \text{Hol}_A, \vdash_A, \text{act}_A, \text{ref}_A) \) consists of:

1. A finite set of actions \( \text{Act}_A \).
2. A finite set of holes \( \text{Hol}_A \).
3. An enabling relation \( \vdash_A \subseteq \text{Act}_A \times \text{Act}_A \) on actions, such that the graph \( (\text{Act}_A, \vdash_A) \) is a forest. If \( a \vdash_A b \), i.e. \( b \) is a child of \( a \) in the forest, we say that \( a \) enables \( b \). If \( a \) is a root we write \( \vdash_A a \), and say that \( a \) is an opening action; otherwise \( b \vdash_A a \) for some \( b \) and \( a \) is called a continuation action. The set of opening actions of \( A \) is written \( \text{Act}_A^{\text{op}} \), and the set of continuation actions of \( A \) is \( \text{Act}_A^{\text{cont}} \).
4. A partial function \( \text{act}_A : \text{Hol}_A \to \text{Act}_A \) attaching holes to actions. If \( \text{act}_A(\alpha) \in \text{Act}_A \) we say that \( \alpha \) is a local hole; if \( \text{act}_A(\alpha) \vdash_A \) we say that \( \alpha \) is a global hole.
5. A function \( \text{ref}_A : \text{Act}_A \to \text{Hol}_A \) assigning to every action a reference hole further up in the forest, i.e. such that if \( \text{ref}_A(\alpha) = \alpha \) and \( \alpha \) is local, then \( \text{act}_A(\alpha) \vdash_A a \), where \( \vdash_A^{\ast} \) is the transitive, reflexive closure of \( \vdash_A \). (We picture global holes “above the whole forest”.)

The set of global holes of \( A \) is written \( \text{Hol}_A^{g} \), the set of local holes is written \( \text{Hol}_A^{l} \), and the set of holes \( \text{act}_A^{-1}(a) \) attached to an action \( a \) (i.e. the holes next to \( a \) in a picture) is written \( \text{Hol}_A(a) \). Thus \( \text{Hol}_A = \text{Hol}_A^{l} \cup \text{Hol}_A^{g} \), and \( \text{Hol}_A^{l} = \bigcup_{a \in \text{Hol}_A} \text{Hol}_A(a) \). The level \( \text{level}(a) \) of an action \( a \in \text{Act}_A \) is how far down it is in the forest. Formally, \( \text{level}(a) = 1 \) if \( \vdash_A a \), and \( \text{level}(a) = \text{level}(b) + 1 \) if \( b \vdash_A a \). When the polymorphic arena \( A \) can be deduced easily from the context, we will sometimes omit subscripts, writing \( \vdash_A \) for \( \vdash_{A_A} \) or \( \text{Hol} \) for \( \text{Hol}_A \) for example.

If \( H \) is a set, a polymorphic arena over \( H \) is a polymorphic arena \( A \) with global holes \( \text{Hol}_A^{g} = H \). We write \( PA \) for the class of polymorphic arenas, and \( PA_H \) for the class of polymorphic arenas over \( H \).

All of the operations and constructions we shall define on polymorphic arenas in the next section work equally well for infinite polymorphic arenas, as do hypergames and winning strategies in the next chapter. But since we need finiteness in order to obtain full completeness, we might as well take finiteness as a basic part of the definition. Intuitively the reason finiteness is necessary for full completeness is that system \( F \) terms can contain types, and types are finite. So if we want to make sure there are not too many strategies in the model, we have to discard infinite polymorphic arenas.

### 4.3 Operations on polymorphic arenas

We define product \( A \times B \), function space \( A \Rightarrow B \), and quantification \( \forall \alpha(A) \) of a global hole \( \alpha \), which will be used to interpret syntactic \( \times, \Rightarrow \), and \( \forall \). They can be thought of as the “abstract” versions of the interpretations of \( \times, \Rightarrow \) and \( \forall \) on Böhm trees that we saw earlier.

Below \( A \) and \( B \) are polymorphic arenas over a common set of global holes \( H \).
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**Product** The product $A \times B$ is obtained by laying the graphs $A$ and $B$ side by side.

\[
\begin{align*}
\text{Act}_{A \times B} &= \text{Act}_A + \text{Act}_B \\
\text{Hol}_{A \times B}^\downarrow &= H \quad (= \text{Hol}_A^\downarrow = \text{Hol}_B^\downarrow) \\
\text{Hol}_{A \times B}^\uparrow &= \text{Hol}_A^\uparrow + \text{Hol}_B^\uparrow \\
\vdash_{A \times B} &= \vdash_A + \vdash_B \\
\text{act}_{A \times B} &= \text{act}_A + \text{act}_B \\
\text{ref}_{A \times B} &= \text{ref}_A + \text{ref}_B
\end{align*}
\]

**Function space** The polymorphic arena $A \Rightarrow B$ consists of $B$ together with a copy $bA$ of $A$ for each opening action $b$ of $B$, with in addition $b$ enabling every opening action of $bA$.

\[
\begin{align*}
\text{Act}_{A \Rightarrow B} &= \text{Act}_B^{op} \times \text{Act}_A + \text{Act}_B \\
\text{Hol}_{A \Rightarrow B}^\downarrow &= H \quad (= \text{Hol}_A^\downarrow = \text{Hol}_B^\downarrow) \\
\text{Hol}_{A \Rightarrow B}^\uparrow &= \text{Act}_B^{op} \times \text{Hol}_A^\uparrow + \text{Hol}_B^\uparrow \\
\vdash_{A \Rightarrow B} &= \text{Act}_B^{op} \times \vdash_A + \vdash_B + \vdash_{\text{graf}} \\
\text{act}_{A \Rightarrow B} &= \text{Act}_B^{op} \times \text{act}_A + \text{act}_B \\
\text{ref}_{A \Rightarrow B} &= \text{Act}_B^{op} \times \text{ref}_A + \text{ref}_B
\end{align*}
\]

where for a set $X$ and a binary relation $R \subseteq Y \times Z$, the relation $X \times R \subseteq (X \times Y) \times (X \times Z)$ is given by $(x,y)X \times R(x,z)$ whenever $yRz$, and the relation $\vdash_{\text{graf}}$ is given by $b \vdash_{\text{graf}} (b,a)$ whenever $b$ is an opening action of $B$, and $a$ is an opening action of $A$. Here is an example:
where we have written pairs as two-element sequences. On the underlying trees of actions, ignoring holes and references, this reduces to the function space construction of Hyland and Ong.

**Quantification** Given a global hole $\alpha \in \text{Hol}_A^f$, the quantification $\forall\alpha(A)$ of $\alpha$ in $A$ is obtained by replacing $\alpha$ with a local copy $\alpha_a$ attached to each opening action $a$ of $A$. an action $b$ below $a$ that used to reference $\alpha$ is set to reference $\alpha_a$. The forest $(\text{Act}_{\forall\alpha(A)}; \uparrow \forall\alpha(A))$ of $\forall\alpha(A)$ is that of $A$, and, with $b$ denoting the opening action above an action $b$,

$$\text{Hol}_{\forall\alpha(A)} = \text{Hol}_A^f \setminus \{\alpha\}$$
$$\text{Hol}_{\forall\alpha(A)}^b = \text{Hol}_A^f + \{\alpha_a : a \in \text{Act}_A^p\}$$
$$\text{Act}_{\forall\alpha(A)} = \text{Act}_A + \{\langle \alpha_a, a \rangle : a \in \text{Act}_A^p\}$$
$$\text{ref}_{\forall\alpha(A)}(b) = \begin{cases} \alpha_b & \text{if } \text{ref}_A(b) = \alpha \\ \text{ref}_A(b) & \text{if } \text{ref}_A(b) \neq \alpha \end{cases}$$

Here is an example. Quantifying $\delta$ in the polymorphic arena

```
\[ \delta \quad \epsilon \]
\[ \alpha \quad a \]
\[ \beta \quad \gamma \quad c \]
\[ b \]
\[ \delta_a \quad \alpha \quad a \]
\[ \delta_c \quad \beta \quad \gamma \quad c \]
\[ b \]
```

gives the polymorphic arena

```
\[ \delta_a \quad \alpha \quad a \]
\[ \delta_c \quad \beta \quad \gamma \quad c \]
\[ b \]
```

### 4.4 Expansion

We define a form of substitution of polymorphic arenas for global holes of a polymorphic arena, called expansion, modelled on the substitution of types for the free variables of a type. Expansion will be crucial for the interaction of strategies in Chapter 6. Since it will not be used until then, the reader can safely skip the rest of this Chapter for the time being.

Let $A$ be a polymorphic arena over $H$. An assignment of polymorphic arenas to the global holes of $A$ is a partial function $\phi : H \rightharpoonup \text{PA}$. On page 59 we define the expansion $\phi^*(A)$ of $A$ along $\phi$. Rather than launch cold into the definition, we warm up with a few motivating examples.
4.4. EXPANSION

**Example 1** Consider the types

\[
T = X \rightarrow X \rightarrow Y \\
T' = \forall U. U \rightarrow V \rightarrow U \\
T[T'/X] = (\forall U. U \rightarrow V \rightarrow U) \rightarrow (\forall U. U \rightarrow V \rightarrow U) \rightarrow Y
\]

where \(T[T'/X]\) denotes the result of substituting \(T'\) for \(X\) in \(T\). Looking at the Böhm trees of the three types, we observe the substitution of trees for vertices:

\[
\forall Y Y \\
\forall U V
\]

with

\[
X \\
U
\]

for \(X\)

is

\[
\forall Y Y \\
\forall U V \\
\forall U V
\]

\[
X \\
U \\
U \\
U
\]

Mimicking this process with polymorphic arenas, we have our first example of expansion:

\[
\alpha
\]

with

\[
\beta a \\
\beta a
\]

in \(\alpha\)

is

\[
\gamma
\]

\[
\beta a \\
\beta a
\]

\[
\delta d \\
\delta d
\]

\[
\delta d \\
\delta d
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
\beta a
\]

\[
\beta a \\
In order to obtain two distinct copies of the incoming polymorphic arena, we have ‘tagged’ its vertices by prefixing them with the action onto which they are ‘hooked’. Here for example, there are two copies \( b\delta \) and \( c\delta \) of the local hole \( \delta \), and two copies \( bd \) and \( cd \) of the action \( d \).

**Example 2** We add subtrees below the two occurrences of \( X \) in the previous example. To aid pattern matching, we switch \( \forall U \) to the right of \( V \).

![Diagram](image-url)

is

![Diagram](image-url)

The expansion parallelling this substitution with polymorphic arenas is:
The result of Example 1 is a subtree. The vertices \( \gamma, \delta, c, d, e, f, \) and \( g \) have been postfixed with an \( h \) 'tag' for reasons that will become apparent later.

**Example 3** In the previous examples we saw duplication due to multiple occurrences of \( X \). The following example shows another form of duplication, caused when the incoming forest has more than one component.

\[
T = (\forall Y. Y \to Y \to Y) \to X \\
T' = V \times W \\
T[T'/X] = (\forall Y. Y \to Y \to Y) \to V \times W
\]

Interpreting each of these three types as Böhm forests gives:
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\[ X \text{ with } V \quad W \text{ for } X \]

\[ \forall Y \quad Y \quad Y \]

is

\[ V \quad W \]

\[ \forall Y \quad Y \quad \forall Y \quad Y \]

\[ Y \quad Y \quad Y \quad Y \]

Note the duplication that occurs when we interpret \( T[T'X] = (\forall Y.Y \to Y \to Y) \to V \times W \) as a Böhm forest. This is because of the way arrow \( \to \) is interpreted on Böhm forests. For polymorphic arenas we will track such duplications by postfixing:

\[ \alpha \quad \gamma \quad \delta \]

\[ a \quad with \quad h \quad k \quad in \quad \alpha \]

\[ \beta \quad b \quad c \quad d \]

is
Now we see the origin of the $h$ “postfix tags” in the previous example, which is the degenerate case when the incoming polymorphic arena has just one component.

**Example 4**  Duplication such as in the last example can occur repeatedly. For example

\[
\begin{align*}
T &= ((\forall Y.Y) \to X) \to X \\
T' &= V \times W \\
T[T'/X] &= ((\forall Y.Y) \to V \times W) \to V \times W
\end{align*}
\]

Interpreting the three types yields:

\[
\begin{array}{ccc}
X & \text{with} & V & W & \text{for} & X \\
X & \text{with} & V & W & \text{for} & X \\
\forall Y & Y & \text{for} & \forall Y & Y & \text{for} & \forall Y & Y
\end{array}
\]

is

\[
\begin{array}{ccc}
V & \text{with} & V & W & \text{for} & X \\
V & \text{with} & V & W & \text{for} & X \\
\forall Y & Y & \text{for} & \forall Y & Y & \text{for} & \forall Y & Y
\end{array}
\]

We can visualise the duplication something like this:
Only the last is actually a Böhm forest; the first two are informal graphs that live somewhere between types and Böhm forests. Here is how we use postfixing to track the duplication:

There are two copies \( ah, ak \) of \( a \), four copies \( bhh, bhk, bkh, bkk \) of \( b \), four copies \( chh, chk, ckh, ckk \) of \( c \), and four copies \( \beta hh, \beta hk, \beta kh, \beta kk \) of the local hole \( \beta \).

Having considered these examples, there are two key points giving rise to the formal definition of expansion:

1. Duplication of an incoming forest is tracked by prefixing.

2. Duplication of sub-forests of the receiving polymorphic arena is tracked by postfixing.
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4.4.1 Formalisation

Let $A$ be a polymorphic arena over $H$. Recall from the beginning of section 4.4 that an assignment of polymorphic arenas to the global holes of $A$ is a partial function\(^1\) $\phi : H \rightarrow \mathcal{PA}$. We say that an action $a$ of $A$ references the polymorphic arena $B$ via $\phi$ if $a$ references a global hole, say $\alpha \in H$, and $\phi(\alpha) = B$. Let $a$ be an action of $A$, and let $b$ be the root above $a$. A trail of opening actions above $a$ via $\phi$ is a choice of opening action from each of the polymorphic arenas referenced via $\phi$ as we travel down the path from $b$ to the enabling action (parent) of $a$. For example, if $A$ is the polymorphic arena below, and $\phi$ is as shown to the right,

![Diagram showing trails of opening actions](image)

then typical trails of opening actions above $f$ are $glnh$, $hlmg$, and $gkmg$. Actions in $A$ referencing local holes, such as $c$ above, do not contribute. Likewise actions referencing global holes $\alpha \in H$ that are not in the domain of $\phi$ do not contribute. Trails will be the ‘postfix tags’ used to keep track of duplication, for example the four trails $hh, kk, kh, kk$ of $c$ in Example 4 above. We write $\text{trails}_\phi(a)$ for the set of trails above $a$ via $\phi$.

**Definition 4.2** Given a polymorphic arena $A$ over $H$ and an assignment $\phi : H \rightarrow \mathcal{PA}$, the expansion $\phi^*(A)$ of $A$ by $\phi$ is the polymorphic arena defined as follows.

- **Actions.** The actions of $\phi^*(A)$ are given by

  \[
  \text{Act}_{\phi^*(A)} = \{ \alpha \eta : \eta \in \text{trails}_\phi(a) \text{ and } \text{ref}_A(a) \notin \text{dom}(\phi) \} \cup \{ \alpha \eta b : \eta \in \text{trails}_\phi(a), \text{ref}_A(a) \in \text{dom}(\phi) \text{ and } b \in \text{Act}_{\phi(\text{ref}_A(a))} \}
  \]

  The actions of $\phi^*(A)$ are called compound actions, and the original actions of $A$ and of the $\phi(\alpha)$ for $\alpha \in \text{dom}(\phi)$ (i.e. $a$, $b$, and the elements of $\eta$) are called atomic actions.

- **Enabling.** In the definition below $\eta$ and $\eta'$ range over trails above $a$ and $a'$ respectively. The four cases arise from the two different kinds of action in $\phi^*(A)$, either of the form

\[^1\text{It does not matter that the codomain } \mathcal{PA}_H \text{ is a proper class, since the domain is a set.}\]
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$\alpha\eta$ or of the form $\alpha\eta\beta$.

\[
\begin{align*}
\alpha\eta & \vdash_{\phi^*(A)} a^{\alpha}\eta' \iff a \vdash_A a' \text{ and } \eta = \eta' \\
\alpha\eta & \vdash_{\phi^*(A)} a^{\alpha}\eta\beta \iff a \vdash_A a' \text{ and } \eta = \eta' \text{ and } \vdash b' \\
\alpha\eta\beta & \vdash_{\phi^*(A)} a^{\alpha}\eta' \iff a \vdash_A a' \text{ and } \eta\beta = \eta' \text{ and } \vdash b \\
\alpha\eta\beta & \vdash_{\phi^*(A)} a^{\alpha}\eta\beta \iff \begin{cases} a \vdash_A a' \text{ and } \eta\beta = \eta' \text{ and } \vdash b \text{ and } \vdash b', & \text{or} \\
b \vdash b' \text{ and } \alpha\eta = a^{\alpha}\eta' \end{cases}
\end{align*}
\]

Thus a path down the forest of $\phi^*(A)$ from a root will be of the form

\[
a_1[c_1] \\
a_2[c_1][c_2] \\
a_3[c_1][c_2][c_3] \\
\vdots \\
a_m[c_1] \ldots [c_m] \\
a_{m+1}[c_1] \ldots [c_m]b_1 \\
a_{m+1}[c_1] \ldots [c_m]b_2 \\
\vdots \\
a_{m+1}[c_1] \ldots [c_m]b_n
\]

where $a_1a_2 \ldots a_ma_{m+1}$ is a path down $A$ starting from a root $a_1$ and $b_1b_2 \ldots b_n$ is a path down $\phi(\text{ref}_A(a_{m+1}))$ starting from a root $b_1$. Here $[c_i]$ is an opening action $c_i$ of $\phi(\text{ref}_A(a_i))$ if $\text{ref}_A(a_i) \in \text{dom}(\phi)$ and is empty otherwise. Thus $[c_1] \ldots [c_{j-1}] \in \text{trails}_\phi(a_j)$ for $j = 1, \ldots, m + 1$.

Essentially a path in $\phi^*(A)$ is a path in $A$ followed by a path in one of the polymorphic arenas in the image of $\phi$, modulo 'duplication tags' $[c_i]$. Observe this in the paths of Examples 1 to 4, most notably those of Example 2.

- Holes. The holes of $\phi^*(A)$ are given by

\[
\begin{align*}
\text{Hol}^\uparrow_{\phi^*(A)} &= H \setminus \text{dom}(\phi) \cup \bigcup_{\alpha \in \text{dom}(\phi)} \text{Hol}^\uparrow_{\phi^*(A)}(\alpha) \\
\text{Hol}_{\phi^*(A)}(\alpha\eta) &= \{ \alpha\eta : \alpha \in \text{Hol}_A(\alpha) \} \\
\text{Hol}_{\phi^*(A)}(\alpha\eta\beta) &= \begin{cases} \{ \alpha\eta\beta : \alpha \in \text{Hol}_A(\alpha) \} \cup \{ \alpha\eta\beta : \beta \in \text{Hol}(\beta) \} & \text{if } \vdash b \\
\{ \alpha\eta\beta : \beta \in \text{Hol}(\beta) \} & \text{if } \vdash \eta\beta \end{cases}
\end{align*}
\]

Again, see Examples 1 to 4. Recall that given an action $c$ of an arena $C$, the set $\text{Hol}_C(c)$ is $\text{act}_C^{-1} c$, the holes of $C$ attached to $c$. So the above not only defines the local holes of $\phi^*(A)$ by $\text{Hol}_{\phi^*(A)} = \bigcup_{c \in \text{act}_{\phi^*(A)}} \text{Hol}_{\phi^*(A)}(c)$, but defines $\text{act}_{\phi^*(A)}$ also.

- References. Note that by the consideration of the shape of paths in $\phi^*(A)$ above, given an action $a\zeta$ of $\phi^*(A)$, for every action $a'$ above $a$ in $A$ there is a unique action above $a\zeta$ in $\phi^*(A)$ of the form $a'\zeta'$, and furthermore $\zeta'$ will be a prefix of $\zeta$. Write $[\zeta', a', \alpha]$ for the unique $\zeta'$ such that $a' \zeta' \vdash_{\phi^*(A)} a\zeta$.

Recall that an action of $\phi^*(A)$ is either $\alpha\eta$ or $\alpha\eta\beta$, where $\eta$ is a trail above $a$. Define
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\[
\begin{align*}
\text{ref}_{\phi^*(A)}(a\eta) & = \begin{cases} 
\text{ref}(a) & \text{if } \text{ref}(a) \text{ is local} \\
\text{ref}(a) & \text{if } \text{ref}(a) \text{ is global}
\end{cases} \\
\text{ref}_{\phi^*(A)}(a\eta b) & = \begin{cases} 
\alpha \eta \text{ref}(b) & \text{if } \text{ref}(b) \text{ is local} \\
\text{ref}(b) & \text{if } \text{ref}(b) \text{ is global}
\end{cases}
\end{align*}
\]

where \( \eta' = [\eta, \text{act}_A(\text{ref}(a)), a] \).

4.4.2 Live atomic enabling

The following definition will be important for the interaction of strategies. Given an action \( d \) of \( \phi^*(A) \) define its atomic actions to be live or dead according to whether they ‘play a role’ in the enabling relation of \( \phi^*(A) \), as follows. Let \( b^0 \) range over opening actions, and let \( b^1 \) range over non-opening actions. Then there are three cases, where \( \eta \in \text{trails}_\phi(a) \):

1. \( d = a\eta; a \) is live, and the elements of \( \eta \) are dead.
2. \( d = a\eta b^0; a \) and \( b^0 \) are live, and the elements of \( \eta \) are dead.
3. \( d = a\eta b^1; a \) is dead, \( b^1 \) is live, and the elements of \( \eta \) are dead.

So every enabling \( d \vdash_{\phi^*(A)} d' \) involves exactly one live atomic action \( c \in d \) and one live atomic action \( c' \in d' \), with \( c \vdash c' \) in the appropriate location. We call this \( c \vdash c' \) the live atomic enabling. Observe this with the analysis of paths of \( \phi^*(A) \) back on page 60, where the live atomic enablings involved were

\[
a_1 \vdash a_2, \quad a_2 \vdash a_3, \quad \ldots, \quad a_m \vdash a_{m+1}, \quad b_1 \vdash b_2, \quad b_2 \vdash b_3, \quad \ldots, \quad b_{n-1} \vdash b_n.
\]

Also witness it concretely with Examples 1 to 4 earlier. Note that the elements of \( \eta \) are always dead, so when \( d \vdash d' \) with live atomic enabling \( c \vdash c' \), either \( c \) and \( c' \) are the first elements of \( d \) and \( d' \) respectively, or they are the last elements.

4.4.3 Repeated expansion

Suppose

\[
A_0 \overset{\phi_i}{\rightarrow} A_1 \overset{\phi_2}{\rightarrow} \ldots A_{k-1} \overset{\phi_k}{\rightarrow} A_k
\]

is a sequence of expansions, i.e., \( A_i = \phi^*_i(A_{i-1}) \) for assignments \( \phi_i, 1 \leq i \leq k \). Then by definition the actions \( d \) of \( A_k = \phi^*_k(\ldots(\phi^*_1(A_0))\ldots) \) are of the form:

\[
d = b_0 \eta_1[b_1] \eta_2[b_2] \cdots \eta_k[b_k]
\]

where

\[
b_0 \in \text{Act}_{A_0}, \quad \eta_i \in \text{trails}_{\phi_i}(b_0 \eta_1[b_1] \ldots \eta_{i-1}[b_{i-1}])
\]

\[
[\eta_i] = \begin{cases} 
\varepsilon & \text{if } \text{ref}_{A_{i-1}}(b_0 \eta_1[b_1] \ldots \eta_{i-1}[b_{i-1}]) \notin \text{dom}(\phi_i) \\
b_i \in \text{Act}_{B_i} & \text{otherwise, where } B_i := \phi_i(\text{ref}_{A_{i-1}}(b_0 \eta_1[b_1] \ldots \eta_{i-1}[b_{i-1}]))
\end{cases}
\]

(Note that in the expression for \( d \) we have erased a number of brackets, e.g., writing \( b_0 \eta_1[b_1] \eta_2[b_2] \) for \( (b_0 \eta_1[b_1]) \eta_2[b_2] \).)
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Analogous to the definition for the case of a single expansion, define the actions of \( d \) (in its unbracketed form, as above) to be \textit{live} or \textit{dead} as follows.

First, all the elements of the \( \eta_i \) are dead. This leaves \( b_0 \) and the non-empty \( [b_i] \). Of the \( b_i \) (i.e. \( b_0 \) or non-empty \([b_i] \)) define the last non-opening \( b_i \) and subsequent opening \( b_i \) to be live, and define all other \( b_i \) to be dead. In the special case that all \( b_i \) are opening actions, take all the \( b_i \) to be live.

Formally, let \( l \geq 0 \) be least with \( b_i \) (i.e. \( b_0 \) or non-empty \([b_i] \)) an opening action for all \( i \geq l \). For \( j \geq 0 \) define \( b_j \) as dead if \( j < l - 1 \) and live if \( j \geq l - 1 \), and define each of the elements of the \( \eta_i \) as dead.

Thus live atomic enabling generalises to the \( k \)-ary case: every enabling \( d \vdash_A d' \) involves exactly one live atomic action \( c \in d \) and one live atomic action \( c' \in d' \) with \( c \vdash c' \) (in the appropriate location).

Note that with \( k = 1 \) this coincides with the definition of section 4.4.2.

4.5 Equivalence

We say that polymorphic arenas \( A \) and \( B \) over \( H \) are \textit{equivalent}, denoted \( A \approx B \), if one can be obtained from the other by renaming of actions and local holes. Formally, \( A \approx B \) if and only if there exist isomorphisms \( \theta : \text{Act}_A \cong \text{Act}_B \) and \( \phi : \text{Hol}_A \cong \text{Hol}_B \) preserving and reflecting the three relations \( \vdash \), \text{act}, and \text{ref}, and with \( \phi \| H \) the identity on \( H \).

Define \( \mathcal{PA}^\approx \) to be the set of \( \approx \)-equivalence classes of \( \mathcal{PA}_A \) and define \( \mathcal{PA}^\approx_H \) to be the set of \( \approx \)-equivalence classes of \( \mathcal{PA}_H \). From now on we shall work almost exclusively with \( \mathcal{PA}_A^\approx \) and \( \mathcal{PA}_H^\approx \), i.e. with polymorphic arenas modulo \( \approx \)-equivalence. Note that the operations of product, function space, and universal quantification of polymorphic arenas respect equivalence, so they are well-defined on \( \mathcal{PA}_H^\approx \). Furthermore, expansion respects equivalence: if \( A \in \mathcal{PA}_H^\approx \) and \( \phi : H \rightarrow \mathcal{PA}_H^\approx \) then \( \phi^*(A) \in \mathcal{PA}_H^\approx \) is well-defined.

Define the set \( \mathcal{PA} \cong \mathcal{PA}_H^\approx \) to be a particular choice of representative for each \( \approx \)-class of \( \mathcal{PA}_H^\approx \), and define \( \mathcal{PA}_H \subseteq \mathcal{PA} \) to be the polymorphic arenas of \( \mathcal{PA} \) with set of global holes \( H \). Via the isomorphism \( \mathcal{PA} \cong \mathcal{PA}_H^\approx \), product, function space, universal quantification and expansion are defined on \( \mathcal{PA} \) and on \( \mathcal{PA}_H \).
Chapter 5

Hypergames

A polymorphic arena is a board on which to play a game, just as an 8-by-8 grid is a board on which to play chess. A hypergame is an ‘interlacing’ of threads of games running on a variety of different boards. Initially there is just one board, but as a hypergame progresses the two players $O$ and $P$ import fresh boards, on which new threads may open in the future. When we come to interpret terms of system $F$ as strategies for hypergames, importing a new board will interpret the application $sT$ of a polymorphic subterm $s$ to a type $T$. More specifically, $P$ imports the polymorphic arena interpreting $T$ into the ‘playing area’.

5.1 Informal overview

Threads  A thread in a polymorphic arena is sequence of moves tracing a path of actions down its forest, storing fresh polymorphic arenas into the holes encountered along the path. Here is an example of a thread:

\[
\begin{array}{cccccccccc}
\alpha_1 \alpha_2 \alpha_3 & a \\
\beta_1 \beta_2 & b \\
\gamma & c \\
\delta & d \\
\epsilon_1 \epsilon_2 & e \\
\end{array}
\]

(The references of the arena are omitted.) The first move consists in the action $a$ together with the storage of polymorphic arenas $A_1$, $A_2$, and $A_3$ into the holes $\alpha_1$, $\alpha_2$ and $\alpha_3$ attached to $a$. The second move consists in the action $b$, enabled by $a$, together with the storage of polymorphic arenas $B_1$ and $B_2$ into the holes $\beta_1$ and $\beta_2$ attached to $b$. The third move consists in the action $c$, together with the storage of the polymorphic arena $C$ in the hole $\gamma$ attached to $c$. And so on.
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Hiding of O-imports  A crucial feature of hypergames is an asymmetry between the two players O and P: imports by O will remain ‘hidden’ from P. So strictly speaking, depending on whether O or P opened, the thread above ought to have been one of

\[
\begin{array}{cccccccc}
\alpha_1 & \alpha_2 & \alpha_3 & a & \beta_1 & \beta_2 & b & \gamma & \delta & \epsilon_1 & \epsilon_2 & e \\
\ast & \ast & \ast & B_1 & B_2 & * & * & c & D & * & * & e \\
\alpha_1 & \alpha_2 & \alpha_3 & a & \beta_1 & \beta_2 & b & \gamma & \delta & \epsilon_1 & \epsilon_2 & e \\
A_1 & A_2 & A_3 & * & * & b & C & c & \ast & \ast & d & E_1 & E_2 & e \\
\end{array}
\]

where we think of \( \ast \) as “some unknown polymorphic arena imported by O.”

The hiding of O-imported arenas from P corresponds to uniformity in system F. Intuitively, in a term such as \( \lambda X.\lambda x:X.x \) of type \( \forall X.X \rightarrow X \), which is uniform in the sense that it ‘works the same way for all types \( X \)’; the type variable \( X \) denotes a hole containing an arena \( \ast \) forever hidden from P. In a hypergame ‘works the same way for all types \( X \)’ becomes ‘plays the same way whatever the mystery arena \( \ast \) turns out to be’. And ‘plays the same way’ will be the copycat strategy ubiquitous in game semantics, in which P simply copies moves to and fro between threads. Copycat will happen between two threads on the hidden arena with opposite polarity: one opened by P and one opened at some earlier stage in the hypergame by O. (We shall not witness the uniformity/copycat idea until the next chapter, when we define the interaction of strategies.)

Moves  A move is an action located in a particular arena, together with the storage of polymorphic arenas in its holes. For example, \( \alpha_1 \alpha_2 \alpha_3 \) a of the thread depicted above. So a thread is a sequence of moves, each in the same location.

Hypermoves  A hypermove consists of one or more moves in different locations, the first of which continues or opens a thread in a polymorphic arena, and the remainder of which open threads in other polymorphic arenas. Figure 5.1 is an example of a run of a hypergame in which eight threads open up on imported arenas. Each hypermove is displayed as a column of moves, and the arcs keep track of which thread is continued by which move.

The polymorphic arena \( A \) is assumed as given before the start of the hypergame. The hypermoves numbered 1 to 10 are as follows.

1. The first hypermove, by O, consists in a single move: he opens a thread in \( A \) with its opening action \( \alpha_1 \), and stores a hidden polymorphic arena in the hole \( \alpha \) attached to \( \alpha_1 \).

2. The hypermove response of P also consists in a single move: the action \( \alpha_2 \) enabled by \( \alpha_1 \) in \( A \) together with the storage of arenas \( B \) and \( D \) into the holes \( \alpha_2 \) and \( \alpha'_2 \) of \( \alpha_2 \).

3. An \( O \)-hypermove consisting in two moves:
   (a) The first move continues the thread in \( A \), with the action \( \alpha_3 \).
   (b) The second move opens a new thread in \( B \), one of the arenas just stored by \( P \), with its opening action \( \beta_1 \). The opening of new threads will always be governed by the references of polymorphic arenas. In this case, since the action \( \alpha_3 \) referenced the hole \( \alpha_2 \), which stores \( B \), O is obliged to open a thread on \( B \).

4. A \( P \)-hypermove consisting in two moves:
Figure 5.1: An example of a hypersequence. The polymorphic arenas involved are shown schematically underneath.
5.2. MOVES AND THREADS

(a) Two arenas $A$ and $B$ are open, and $P$ is free to continue in either. He decides to pursue the thread in $B$ by playing $b_2$, and storing arenas $C$ and $E$ in its holes $\beta_2$ and $\beta'_2$ respectively. Now, because $b_2$ references $\beta_2$, which stores $C$, $P$ must open a thread on $C$.

(b) $P$ opens a thread on $C$ with its opening action $e$.

5. $O$ continues the thread in $B$ with $b_3$.

6. $P$ switches back to the old thread in $A$, playing $a_4$ and storing $H$ in its hole $\alpha_4$.

7. (a) $O$ continues the thread in $A$ by playing $a_5$, and stores a ‘hidden’ polymorphic arena $\ast$ in the hole $\alpha_5$ next to $a_5$. Since $a_5$ references the hole $\alpha'_5$ in $A$, $O$ is obliged to open a new thread in its contents $D$, which was stored in $\alpha'_5$ by $P$ on hypermove 2.

(b) $O$ opens a new thread on $D$ with the action $d$, storing hidden arenas in its holes $\delta$ and $\delta'$.

8. (a) $P$ returns to the old thread in $B$ with $b_4$, ignoring the thread just opened by $O$ in $D$. Since $b_4$ references $\beta'_2$ in $B$, whose contents is $E$, $P$ must open a thread on $E$.

(b) $P$ plays opening action $e$ in $E$, storing $F$ in its hole $\epsilon$. Since $e$ references $\epsilon$ in $E$, $P$ must open a thread on its contents $F$.

(c) $P$ plays the opening action $f_1$ in $F$, storing $G$ in its hole $\gamma$. Since $f_1$ references $\gamma$ in $E$, $P$ must open a thread on its contents $G$.

(d) $P$ plays the opening action $g$ in $G$.

9. $O$ plays $f_2$ continuing the thread on $F$.

10. (a) $P$ returns to the original thread in $A$, playing $a_6$. Since $a_6$ references $\alpha_4$ containing $H$, stored by $P$ on hypermove 6, $P$ must open a thread on $H$.

(b) $P$ plays the opening action $h$ in $H$, storing $K$ in the hole $\kappa$ next to $h$. Because $h$ references $\kappa$, $P$ must open a thread on $K$.

(c) $P$ plays the opening action $k$ on $K$.

The next two sections introduce formal definitions of move, thread, and hypersequence.

5.2 Moves and threads

**Definition 5.1** A move $m = (A, \phi, a)$ consists of:

- A polymorphic arena $A \in \mathcal{PA}$, called the location of $m$.

- An action $a \in \text{Act}_A$.

- A function $\phi : \text{Hol}_A(a) \to \mathcal{PA} + \{\ast\}$ assigning polymorphic arenas to the holes of $a$, called the store of $m$.

Intuitively, we think of the symbol $\ast$ as denoting a ‘hidden’ polymorphic arena. Write $\text{Mov}_A$ for the set of moves located in $A$, and write $\text{Loc}(n) \in \mathcal{PA}$, $\text{act}(n) \in \text{Act}_{\text{Loc}(n)}$ and $\text{store}_n : \text{Act}_{\text{Loc}(n)} \to \mathcal{PA} + \{\ast\}$ respectively for the location, action and store of a move $n$. Given a move $m = (A, \phi, a)$, write $\text{Hol}(m)$ for $\text{Hol}_A(a)$, and define $m$ to be an opening move
or continuation move according as \( a \) is an opening action or continuation action. In other words, \( m = (A, \phi, a) \) is an opening move if \( \vdash_A a_i \), and is a continuation move otherwise.

When displaying a store \( \phi \), we often stack the ordered pairs of the graph of \( \phi \), for example writing \( \beta \gamma \delta \quad B \quad C \quad D \) for \( \phi = \{ (\beta, B), (\gamma, C), (\delta, D) \} \). When picturing a move within a thread (as with the examples earlier), we tend to leave the location implicit. For example, we may write \( \beta \gamma \delta \quad a \) for \( (A, \{ (\beta, B), (\gamma, C), (\delta, D) \}, a) \), when the location of the move can be inferred easily from the context.

**Definition** 5.2 A thread \( \theta \) is a non-empty sequence\(^1\) of moves \( \theta = m_1 \ldots m_k \), \( m_i = (A_i, \phi_i, a_i) \) such that \( \vdash_A a_1 \) and \( a_i \vdash_A a_{i+1} \), \( 1 \leq i < k \). The location of \( \theta \) is the common location \( A \) of its moves \( m_i \). The thread is a \( P \)-thread (resp. \( O \)-thread) if for all \( 1 \leq i \leq k \) and holes \( \alpha \in \text{Hol}_A(a_i) \), \( \phi_i(\alpha) = * \) iff \( i \) is even (resp. odd). In other words, a \( Q \)-thread is a thread opened by \( Q \).

Here once again are the threads we saw in the informal introductory section:

\[
\begin{array}{cccccc}
\alpha_1 & \alpha_2 & \alpha_3 & a \\
* & * & * & b \\
\beta_1 & \beta_2 & c & \gamma & c & \delta & d \\
\epsilon_1 & \epsilon_2 & e \\
\end{array}
\]

\[
\begin{array}{cccccc}
\alpha_1 & \alpha_2 & \alpha_3 & a \\
A_1 & A_2 & A_3 & b \\
\beta_1 & \beta_2 & c & \gamma & c & \delta & d \\
E_1 & E_2 & e \\
\end{array}
\]

The first is an \( O \)-thread, and the second is a \( P \)-thread. As will be common, the locations of the moves are left implicit.

Given a sequence of moves \( s = m_1 \ldots m_k \), \( m_i = (A_i, \phi_i, a_i) \), define

\[
\text{Hol}(s) = \sum_{1 \leq i < k} \text{Hol}_{A_i}(a_i)
\]

and define

\[
\text{store}_s : \text{Hol}(s) \to \text{PA} + \{ * \}
\]

by

\[
\text{store}_s = [\phi_1, \phi_2, \ldots, \phi_k]
\]

where the source tupling \( f = [f_1, \ldots, f_k] : \prod_{1 \leq i \leq k} X_i \to Y \) of functions \( f_i : X_i \to Y \) is defined on \( a \in X_i \) by \( f(a) = f_i(a) \). For example, if \( s \) is either of the two threads depicted above, then \( \text{Hol}(s) = \{ (\alpha_1, \alpha_2, \alpha_3, \beta_1, \beta_2, \gamma, \delta, \epsilon_1, \epsilon_2) \} \), and if \( s \) is the second of the two threads above, then \( \text{store}_s \) is

\[
\{ (\alpha_1, A_1), (\alpha_2, A_2), (\alpha_3, A_3), (\beta_1, *), (\beta_2, *), (\gamma, C), (\delta, *), (\epsilon_1, E_1), (\epsilon_2, E_2) \}
\]

Note that \( \text{Hol}(s) \) and \( \text{store}_s \) are defined for arbitrary sequences of moves \( s \), not just threads.

### 5.3 Hypermoves and hypersequences

**Definition** 5.3 A hypermove \( \mu \) is a non-empty sequence of moves \( \mu = m_1 \ldots m_k \), \( m_i = (A_i, \phi_i, a_i) \) such that \( \vdash_A a_i \) for \( 2 \leq i \leq k \).

Typically we draw a hypermove in column format, as in Figure 5.1. There, as usual, the locations of the moves are not shown explicitly.

---

\(^1\) All sequences in this thesis are finite, unless stated otherwise.
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5.3.1 Sequences of hypermoves

Throughout the rest of this section fix $s = \mu_1 \ldots \mu_t$ to be a sequence of hypermoves, $\mu_i = m_{i_1}m_{i_2} \ldots m_{i_k}$, and fix $t$ to be the sequence of hypermoves of Figure 5.1 (ignoring the additional arcs for now).

Write $\text{mov}(s)$ for the underlying sequence of moves of $s$. So

$$\text{mov}(s) = m_{11}m_{12} \ldots m_{1k_1}m_{21} \ldots \ldots m_{i_{-1}k_{i_{-1}}}m_{i_1} \ldots m_{i_{k_t}}$$

and

$$\text{mov}(t) = \alpha_1 a_1 \cdot \alpha_2 a_2 \cdot \alpha_3 a_3 \cdot * b_1 \cdot * b_2 \cdot \ldots \cdot \kappa h \cdot k$$

Write $\text{mov}^P(s)$ for the subsequence of $\text{mov}(s)$ consisting of the opening moves, and $\text{mov}^\text{cont}(s)$ for the complementary subsequence of $\text{mov}(s)$ consisting of the continuation moves. Since every move is either an opening move or a continuation move, $\text{mov}(s)$ is an interleaving of $\text{mov}^P(s)$ and $\text{mov}^\text{cont}(s)$.

Given moves\footnote{Strictly speaking, ‘move-occurrences’,} $m, n \in \text{mov}(s)$, write $m < n$ if $m$ strictly precedes $n$. So if $m = m_{ij}$ and $n = m_{pq}$ then $n < m$ if and only if $i < p$ or $i = p$ and $j < q$. Given a hypermove\footnote{Strictly speaking, ‘hypermove-occurrence’,} $\mu \in s$, define $p(\mu) = O$ or $P$ according as $\mu$ occurs in odd or even position. In other words, $p(\mu_i) = O$ if $i$ is odd, and $p(\mu_i) = P$ if $i$ is even. For each move $m \in \mu$, define $p(m) = p(\mu)$. Thus $p(m_{ij}) = O$ or $P$ according as $i$ is odd or even.

Write $\text{Hol}(s)$ as shorthand for $\text{Hol}(\text{mov}(s))$, and $\text{store}_s$ as shorthand for $\text{store}_{\text{mov}(s)}$. Define $\text{act}(s)$ to be the underlying sequence of actions of $s$. So with $m_{ij} = (A_{ij}, \phi_{ij}, a_{ij})$,

$$\text{act}(s) = a_{11}a_{12} \ldots a_{1k_1}a_{21} \ldots \ldots a_{i_{-1}k_{i_{-1}}}a_{i_1} \ldots a_{i_{k_t}}$$

and for the hypersequence $t$ of Figure 5.1,

$$\text{act}(t) = a_1a_2a_3b_1b_2b_3a_4b_4e_{f_1}gf_2a_{hh}.$$

By taking actions and holes to inherit properties from their containing move, we obtain useful shorthand notation. For example, suppose $m = (A, \phi, a) = (B, \psi, b)$ are moves in $s$ (i.e., $m, n \in \text{mov}(s)$), $\alpha \in \text{Hol}(m) \Rightarrow \text{Hol}(s)$, and $\beta \in \text{Hol}(n) \Rightarrow \text{Hol}(s)$. Then $\text{Hol}(\alpha)$ and $\text{Hol}(\beta)$ are each equivalent to $\text{Hol}(\alpha)$, and $\alpha < \beta$, $\alpha < \beta$, $\alpha < b$, $\alpha < b$ are each equivalent to $m < n$.

Define

$$O\text{Hol}(s) = \{ \alpha \in \text{Hol}(s) : p(\alpha) = O \}$$

$$P\text{Hol}(s) = \{ \alpha \in \text{Hol}(s) : p(\alpha) = P \}$$

For example, for $t$ of Figure 5.1,

$$O\text{Hol}(t) = \{ \alpha_{11}, \beta_1, \beta_1', \alpha_5, \delta, \delta' \}$$

$$P\text{Hol}(t) = \{ \alpha_2, \alpha_2', \beta_2, \beta_2', \alpha_4, \epsilon, \gamma, \kappa \}$$

5.3.2 Hypersequences

**Definition 5.4** Given a polymorphic arena $A$ over a set of global holes $H$, a hypersequence $(s, \prec)$ of $A$ consists of...
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- A sequence of hypermoves $s$.
- A function $\bowtie : \text{mov}^{\text{cont}}(s) \to \text{mov}(s)$ assigning a justifier to every continuation move of $s$. (Recall that $m = (B, \phi, b)$ is an opening move if $\vdash_B b$, and is a continuation move otherwise.) We write $m \bowtie n$ for $\bowtie(n) = m$, saying that $m$ justifies $n$. If $m \bowtie n$, where $m = (B, \phi, b)$ and $n = (C, \psi, c)$, then we require that:

1. $m$ strictly precedes $n$: $m < n$.
2. $m$ and $n$ are played by opposite players: $pl(m) \neq pl(n)$. In other words, if $m$ and $n$ are in the $i$th and $j$th hypermove of $s$ respectively, then $i - j$ is odd.
3. $m$ and $n$ are in the same location: $B = C$.
4. $m$ 'enables' $n$: $b \vdash_B c$.

We require the following conditions to be satisfied:

1. **Origin.** The first move of $s$ is located in $A$ (unless $s$ is empty).
2. **Hiding.** The contents of O-holes in $s$ are ‘hidden’: for all holes $\alpha \in \text{Hol}(s)$, $\text{store}_s(\alpha) = \star$ if and only if $pl(\alpha) = O$.
3. **Locations.** Every move $m$ is located either in $A$ or in a $P$-stored arena strictly preceding $m$. Formally, for all moves $m = (B, \phi, b)$ in $s$,

   $$ B \in \{ A \} \cup \{ \text{store}_s(\alpha) : \alpha \in \text{Hol}(s), \alpha < m, \text{ and } pl(\alpha) = P \} $$

4. **Scope.** Every global hole of a polymorphic arena $B$ stored by $P$ is either an element of $H$ or is an occurrence of an O-hole preceding $B$. Formally, for all $m \in \text{mov}(s)$ and $\alpha \in \text{Hol}(m)$ with $pl(m) = P$,

   $$ \text{Hol}_{\text{store}_s(\alpha)}^f = H + \{ \beta \in \text{OHol}(s) : \beta < m \} $$

Conditions 1, 2 and 3 can be seen to hold in Figure 5.1. Intuitively, the scope condition can be thought of as follows. Given a polymorphic arena $A$ interpreting a type $T$, a hypersequence of $A$ is a ‘journey’ down into the syntax tree of a term of type $T$, in the sense of the ‘top-down terms’ of Chapter 1. Every bound variable $\Delta X$ encountered on the way corresponds to an O-hole $\alpha$, and type arguments correspond to arenas imported by $P$. Just as a type argument lies in the ‘scope’ of a bound variable $\Delta X$ above it in the syntax tree, and can contain $X$, an imported arena lies in the ‘scope’ of a hole $\alpha$ before it in the hypersequence, and can reference $\alpha$.

Extending the convention that actions inherit properties from their containing move, if $m, n \in \text{mov}(s)$, $m = (B, \phi, b)$ and $n = (B, \psi, c)$, then $b \bowtie c$, $b \bowtie n$, and $m \bowtie c$ are all equivalent to $m \bowtie n$.

**Depth**

Given a hypersequence $h = \mu_1 \ldots \mu_i ; \mu_i = m_{\alpha_1} \ldots m_{\alpha_k}$, the depth $\text{depth}(m_{ij})$ of a move $m_{ij}$ is defined recursively as follows:

- If $m_{ij}$ is a justified move, say $m_{gh} \bowtie m_{ij}$, then $\text{depth}(m_{ij}) = \text{depth}(m_{gh})$.
- If $m_{ij}$ is an opening move, then
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\[- \text{if } j = 1 \text{ then } \text{depth}(m_{ij}) = 1.\]
\[- \text{otherwise } j > 1, \text{ and set } \text{depth}(m_{ij}) = \text{depth}(m_{i,j-1}) + 1.\]

When we display hypersequences, such as in Figure 5.1, moves of the same depth are all in the same row, and the top row is depth 1.

**Prefix**

Given hypersequences \( h = (s, \persevering) \) and \( h' = (s', \perp) \) of a polymorphic arena \( A \), we say that \( h \) is a prefix of \( h' \), denoted \( h \sqsubseteq h' \), if \( s \) is a prefix of \( s' \) and the restriction of \( \perp \) to \( s \) is exactly \( \persevering \). The **prefix-closure** \( h^{\text{pref}} \) of a hypersequence \( h \) is the set

\[ \{ h' : h' \sqsubseteq h \} \]

of prefixes of \( h \). The prefix-closure \( S^{\text{pref}} \) of a set \( S \) of hypersequences is \( S^{\text{pref}} = \{ h' : h' \sqsubseteq h \in S \} \).

We write \( h \sqsubset h' \) if \( h \) is a strict prefix of \( h' \), i.e., if \( h \sqsubseteq h' \) and \( h \neq h' \).

**Threads in hypersequences**

Write \( \persevering^* \) for the reflexive, transitive closure of \( \persevering \), and if \( m \persevering^* n \) say that \( m \) **hereditarily justifies** \( n \). For example, in Figure 5.1 the move \( \alpha_2 \alpha_2 B D a_2 \) hereditarily justifies the move \( \alpha_5 \alpha_4 \). Given a move \( m = (B, \phi, b) \in \text{mov}(s) \), define \( \text{thread}(m) \) to be the subsequence of \( s \) consisting of the moves hereditarily justifying \( m \), and write \( \hat{m} \) for the the first move of \( \text{thread}(m) \). Note that because of conditions 1-4 in the definition of hypersequence, \( \text{thread}(m) \) will be a thread located in \( B \), as per the original definition of thread (Definition 5.2, page 67), and \( \hat{m} \) will be an opening move, i.e., if \( \hat{m} = (B, \psi, c) \), then \( \vdash_B c \). Furthermore, \( \text{thread}(m) \) is a \( P \)-thread iff \( \hat{m} \) is a \( P \)-move, and an \( O \)-thread iff \( \hat{m} \) is an \( O \)-move.

**Relationship with Hyland/Ong and Nickau**

In the special case that every hypermove consists of a single move, so that all moves are at depth 1, and after disregarding locations, holes, and storage of arenas, a hypersequence reduces to what Hyland and Ong call a **justified sequence**. Nickau independently introduced the same concept as a **play** (not to be confused with a different notion of play introduced later in this thesis, in Chapter 6).

5.3.3 **Well-formed hypersequences**

In the commentary of Figure 5.1 we saw that the opening of new threads was governed by references. In this subsection we formally define such a hypersequence to be **well-formed**.

**References in hypersequences**

Given a hypersequence \( h = (s, \persevering) \), define \( \text{ref}_h : \text{act}(s) \to H + \text{Hol}(s) \) to mimic the references of actions in the location polymorphic arenas of \( s \). For each move \( m = (B, \phi, a) \in \text{mov}(s) \) define \( \text{ref}_h(a) \) as follows:

1. If \( \text{ref}_B(a) \) is global (i.e., if \( \text{ref}_B(a) \in H \)), simply set \( \text{ref}_h(a) = \text{ref}_B(a) \).
2. Otherwise \( \text{ref}_B(a) \) is local, say \( \text{ref}_B(a) = \beta \in \text{Hol}_B(b) \), for some action \( b \in \text{Act}_B \) with \( b \vdash_B^* a \). Define \( \text{ref}_B(a) \) to be the unique occurrence of \( \beta \) in \( \text{thread}(a) \) (necessarily a hole of the unique occurrence of \( b \) in \( \text{thread}(a) \)).

For example, given the following hypersequence \( h = (s, \circlearrowright) \) of the polymorphic arena \( A \) shown to the left,

\[
\begin{array}{c}
\alpha \\
\downarrow \\
a \\
\downarrow \\
b \\
\downarrow \\
c \\
\downarrow \\
d \\
\downarrow \\
e \\
\end{array}
\begin{array}{c}
\alpha \\
\downarrow \\
P \\
\downarrow \\
O \\
\downarrow \\
P \\
\downarrow \\
P \\
\downarrow \\
P \\
\end{array}
\begin{array}{c}
\beta \\
\downarrow \\
O \\
\downarrow \\
P \\
\downarrow \\
P \\
\downarrow \\
P \\
\end{array}
\begin{array}{c}
\beta \\
\downarrow \\
O \\
\downarrow \\
P \\
\downarrow \\
P \\
\downarrow \\
P \\
\end{array}
\begin{array}{c}
\beta \\
\downarrow \\
O \\
\downarrow \\
P \\
\downarrow \\
P \\
\downarrow \\
P \\
\end{array}
\begin{array}{c}
\end{array}
\end{array}
\]

(in which each hypermove happens to consist of a single move) the references in the hypersequences are indicated with dotted lines (always oriented from right to left). Notice how the distinct occurrences of \( d \) reference distinct occurrences of \( \beta \); the referenced \( \beta \) is the one in the appropriate thread.

The image of \( \text{ref}_h \) is well-defined in \( H + \text{Hol}(s) \) because of conditions 3 (Locations) and 4 (Scope) of Definition 5.4 of hypersequence.

**Well-formed hypersequences**

**Definition 5.5** Let \( A \) be a polymorphic arena over a set of global holes \( H \). A hypersequence \( h = (s, \circlearrowright) \) of \( A \) is **well-formed** if the opening of new threads and the change of turn between \( O \) and \( P \) is governed by \( \text{ref}_h : \text{act}(s) \to H + \text{Hol}(s) \) as follows. Let \( \mu \) be a hypermove of \( s \), let \( m = (B, \phi, a) \) be a move of \( \mu \), and let \( \alpha = \text{ref}_h(a) \).

1. **Thread-opening.** If \( \alpha \in \text{PHol}(s) \), then whoever played \( m \) must open a new thread on the arena stored in \( \alpha \). Formally, \( \mu = m_1 \ldots m_k m_{m_1} \ldots n_i \) for some move \( n = (\phi(\alpha), \psi, b) \) and \( \vdash_B^* \psi \).

2. **Change of turn.** Otherwise \( \alpha \notin \text{PHol}(s) \) (i.e., if \( \alpha \in H + \text{OHol}(s) \)), and the other player goes next. Formally, \( m \) is the last move of \( \mu \), i.e., \( \mu = m_1 \ldots m_k m_k \), \( k \geq 0 \).

We saw the thread-opening condition at work in Figure 5.1, but not the change of turn condition, because the arenas were too schematic. The two conditions together mean that from the point of view of a player, a hypermove works like this: “keep opening threads in the arenas of referenced holes until you reference a hole whose contents is ‘inaccessible’, upon which your turn is over.” Here ‘inaccessible’ means either a global hole of \( H \) or an \( O \)-hole containing a hidden arena \( \ast \).

**5.3.4 Legal hypersequences**

Recall the copycat rule motivated intuitively in section 1.1.2 by ‘type-checking’ considerations.
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Definition 5.6 A well-formed hypersequence $h$ is legal if it satisfies the following condition:

- **Copycat rule.** The reference of the last move of every $P$-hypermove is the same as the reference of the last move of the previous $O$-hypermove. In other words, if $h = h_1^\mu h_2$, $\mu = \nu m$, $\nu = \nu n$, and $p(\nu) = p(n) = P$, then $\text{ref}_h(n) = \text{ref}_h(m)$.

The hypersequence of Figure 5.1 is too schematic for us to be able to observe the copycat rule at work.

The copycat rule should not be confused with the copycat strategy, though when we define composition in the next chapter we will see a strong relationship between the two. The copycat rule will ensure that, on a hidden arena, there will exist two threads between which $P$ can play copycat.

**Convention** We take $m, n$ to range over moves and move-occurrences, $\mu, \nu$ to range over hypermoves and hypermove-occurrences, and $h$ to range over hypersequences.

5.4 Positions and winning

Our final refinement of the notion of hypersequence is that of a *position*. We think of the collection of positions of a polymorphic arena $A$ as defining a game, namely the hypergame associated with $A$.

**Definition 5.7** Let $A$ be a polymorphic arena over a set of global holes $H$. A position of $A$ is a legal hypersequence $p = (s, \cap)$ of $A$ satisfying the following conditions.

1. **Full justification.** Apart from the first hypermove of $p$, the first move of every hypermove of $p$ is a continuation move, (Hence the first move of every hypermove of $p$ (apart from the first hypermove) is justified, and in a picture of $p$ 'every column is justified'.)

2. **$O$-trivial justification.** Justification pointers from $O$-moves point into the previous hypermove. In other words, if $m \in \mu \in s$, $n \in \nu \in s$, $m \cap n$ and $p(n) = O$, then $\mu$ and $\nu$ are consecutive in $p$, i.e., $s = s_1 \mu \nu s_2$.

We write $\text{Pos}(A)$ for the (non-empty, prefix-closed) set of positions of $A$.

The hypersequence in Figure 5.1 satisfies conditions 1 and 2.

Intuitively, we think of the collection $\text{Pos}(A)$ of positions of a polymorphic arena $A$ as defining the hypergame associated with $A$. The 'opening position' is the empty sequence $\epsilon$, and $p$ is reachable from $q$ if $q \subseteq p$. Note that $\text{Pos}(A)$ is non-empty (containing $\epsilon$) and prefix-closed.

5.4.1 Winning

In order to define the notion of winning strategy later, which is the class of strategy for which our full completeness result is obtained, we require the following definition.

**Definition 5.8** A winning position\(^4\) is a position in which $P$ has 'run $O$ out of moves'. Formally, a winning position is a prefix-maximal position in which $O$ is to move next, in other words, a position $p \in \text{Pos}(A)$ such that $|p|$ is even and for all $q \in \text{Pos}(A)$, if $p \subseteq q$ then $p = q$.

\(^4\)We adhere to the usual bias towards the point of view of $P$. 

5.4.2 Examples

In this section we consider some examples of positions on various polymorphic arenas. In particular, we look at the arena interpreting the type \( \forall X. X \rightarrow X \) of polymorphic identity, and the arenas interpreting the system \( F \) encodings of the boolean and natural number datatypes, as given (for example) in book Proofs and Types [GLT89]. These examples are very simple in that each of the hypermoves consists of only a single move, because the types have no universal quantifiers in negative position. More interesting examples will be considered in a later section.

Polymorphic identity

The polymorphic arena interpreting\(^5\) the type \( \forall X. X \rightarrow X \) of the polymorphic identity \( \forall X. \lambda x. x \) is:

\[ \beta \quad a \\
\quad b \]

The only positions on this arena are the prefixes of the following winning position:

\[ O \quad P \]

\[ \alpha \quad a \quad b \]

After \( O \)'s first hypermove consisting of the action \( a \), storing a ‘hidden’ arena in the hole \( \alpha \), \( P \) has no choice but to play \( b \) justified by \( a \). Formally, the set of positions of this arena is \( \{ \epsilon, \alpha \star a, p \} \), where \( p \) is the two-move position displayed above. Note that the copycat rule is satisfied, as both \( b \) and \( a \) reference \( \alpha \) in the position.

The storage of the hidden arena by \( O \) into \( \beta \) plays no real role. We shall see the influence of holes such as \( \beta \) in the examples of a later section.

Booleans

Let \( \text{Bool} \in \mathcal{PA} \) be the polymorphic arena

\[ \beta \quad b \quad 1 \quad 0 \]

interpreting \( \text{Bool} = \forall X. X \rightarrow X \rightarrow X \), the system \( F \) encoding of the Boolean datatype. Then the set of positions \( \text{Pos} (\text{Bool}) \) is the prefix-closure of the following pair of winning positions:

\(^5\)The formal definition of the interpretation of types as polymorphic arenas comes in Chapter 8, as a side-effect of showing that the model has the structure of a 2\( \lambda \)-hyperdoctrine.
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After $O$'s first hypermove consisting of the action $b$ 'requesting Boolean data', $P$ has a choice: either 'supply Boolean data 1' or 'supply Boolean data 0'. The hypergame is then finished, because $O$ has no moves available. Note that the copycat rule is satisfied in both positions.

Natural numbers

Let $\text{Nat} \in \mathbb{P}A$ be the polymorphic arena

interpreting $\text{Nat} = \forall X. (X \to X) \to X \to X$, the system $F$ encoding of the datatype of natural numbers. Then $\text{Pos}(\text{Nat})$ is the prefix-closure of the following scheme of winning positions:
After $O$’s first hypermove with action $n$ ‘requesting a number’, $P$ has a choice: either ‘successor’ $s$ or ‘zero’ $z$. After $z$ the game is over because there are no $O$-moves available (as in the first position above); after $s$, $O$ has one continuation $a$ available, ‘request for argument’ or “successor of what?” (as in the second and third positions). The request for an argument can be satisfied either by supplying ‘zero’ $z$ (as in the second position), or by making another call to ‘successor’ $s$ (as in the third position). And so on. Thus there winning positions $p_i$ for each $i \geq 0$, where $i$ is the number of times $P$ plays $s$ before playing $z$.

5.4.3 Various technical lemmas

The following lemmas will not be needed for the time being, but are collected together here since they concern positions.

**Lemma 5.9** Positions are finitely branching at $O$-hypermoves. In other words, if $p \in Pos(A)$ and $|p|$ is even, then \{ $p \mu : p \mu \in Pos(A)$ \} is finite.

**Proof** $O$ does not import arenas, so every $O$-move corresponds merely to the choice of an action in a location. The result is then immediate from the fact that polymorphic arenas are by definition finite, and since $O$ can only target justification pointers into the previous $P$-hypermove, which consists of a finite number of moves, there are only a finite number of locations to choose from. $\square$

**Lemma 5.10** Let $p$ be a position of $A$. Then all depth 1 moves of $p$ are located in $A$.

**Proof** By definition of depth, every depth 1 move $m$ is necessarily the first move of the hypermove containing it. Hence, by the full justification condition on positions, every such
move (apart from the very first move of \( p \)) is a justified move, and all depth 1 moves are hereditarily justified by the very first move \( m_1 \) of \( p \). Since the location of \( m_1 \) is \( A \) (by condition 1 of Definition 5.4 of hypersequence), and since justification respects enabling (condition 3 of the definition of \( \otimes \) of Definition 5.4), \( m \) is located in \( A \). \( \square \)

**Lemma 5.11** In any position \( p \),

1. If \( m \otimes n \) then \( \text{depth}(m) = \text{depth}(n) \).

2. If \( m \) is an opening move, and is not the very first move of \( p \), then \( \text{depth}(m) \geq 2 \).

**Proof** Immediate from the inductive definition of depth.

**Lemma 5.12** Let \( p \) be a position of a polymorphic arena \( A \). If \( A \) has no local holes at even level\(^6\) then:

1. Every hypermove in \( p \) consists of a single move.

2. Every move of \( p \) is at depth 1 and is located in \( A \).

3. No polymorphic arenas are stored during \( p \), i.e., \( \bigcup_{m \in p} \text{store}_p(m) = \epsilon \) or \( \{ * \} \).

**Proof** Immediate from the definition of position. \( \square \)

**Lemma 5.13** Let \( p \) be a position of a polymorphic arena \( A \).

1. Every \( O \)-hypermove of \( p \) consists in at most 2 moves.

2. The first \( O \)-hypermove of \( p \) (if \( p \) is non-empty) is a single move.

**Proof** (1) The second move \( m = (B, \phi, a) \) of a hypermove is an opening move. Since \( m \) is an opening move played by \( O \), there are no \( P \)-moves hereditarily justifying it, so it cannot reference a hole storing an arena.

(2) is trivial. \( \square \)

### 5.5 Winning strategies

A strategy is a ‘cribsheet’ telling \( P \) how to respond every time \( O \) plays a hypermove. We work with Hyland/Ong’s formalisation [HO94], adapted to a hypersequence/hypermove context. Following the conventions of McCusker [McC96b], we leave justification pointers implicit whenever possible. For example, given a position \( p \) and a hypermove \( \mu \), when we write “\( \mu \)” we mean “a hypersequence extending \( p \) by \( \mu \), together with a pointer from the first move of \( \mu \) back to some move in \( p \)” So a statement such as “\( \mu \) = \( \nu \)” asserts the equality of the positions \( \mu \) and \( \nu \) (including their ‘silent’ justification pointers), rather than the mere equality of their underlying sequences of hypermoves.

**Definition 5.14** A **strategy** \( \sigma \) for \( A \) is a non-empty prefix-closed subset of \( \text{Pos}(A) \) satisfying

1. \( P \)-determinism. If \( \mu, \nu \in \sigma \) and \( \pi(\mu) = P \), then \( \mu = \nu \).

\(^6\)Recall that opening actions have level 1.
2. \(O\)-contingent completeness. If \(p \in \sigma \) and \(p u \in Pos(A)\) with \(p(\mu) = O\), then \(p u \in \sigma\).

A winning strategy is one that always reaches a winning position, no matter how hard \(O\) tries to avoid it. We formalise the idea below. Recall that a winning position is one in which \(P\) has just ‘run \(O\) out of moves’, i.e., a winning position is an even-length prefix-maximal position.

**Definition 5.15** A strategy \(\sigma\) for \(A\) is **winning** if it is the prefix-closure of a finite set of winning positions. We write \(\text{wins}(\sigma)\) for the finite set of winning positions generating \(\sigma\) by prefix-closure.

Finiteness is part of the definition because it is no good to ‘wait forever’ to reach a winning position. For example, the strategy corresponding to the infinite ‘top-down term’ \(\lambda f^{|X \to X| \to X \to X}.f i(f i(\ldots)))\) of type \((X \to X) \to X \to X\), where \(i = \lambda x. x\), is the prefix-closure of a set of winning positions.

A property related to winning is the following.

**Definition 5.16** A strategy \(\sigma\) is **total** if it always manages to produce a response to an \(O\)-hypermove. Formally, if \(p u \in \sigma\) with \(p(\mu) = O\) then \(p u v \in \sigma\) for some hypermove \(v\).

**Lemma 5.17** If a strategy is the prefix-closure of a set of winning positions, then it is total.

**Proof** Every position \(p\) in which \(P\) has to find a move is the strict prefix-closure of one of the wins \(q\), since \(|p|\) is odd and \(|q|\) is even.

The converse is not true. The strategy corresponding to the infinite ‘top-down term’ \(\lambda f^{|X \to X| \to X}.f f(\ldots)\) of type \((X \to X) \to X\) (‘trying hard’ to be the fixpoint combinator) is total, but is not the prefix-closure of a set of winning positions.

**Proposition 5.18** A strategy is winning if and only if it is total and finite.

**Proof** If \(\sigma\) is winning, then it is finite by definition, and is total by Lemma 5.17.

Suppose \(\sigma\) is total and finite. Then take \(\text{wins}(\sigma)\) to be the set of prefix-maximal positions of \(\sigma\). By finiteness of \(\sigma\), the prefix-closure of \(\text{wins}(\sigma)\) is \(\sigma\). Furthermore, every \(p \in \text{wins}(\sigma)\) is of even length, otherwise \(\sigma\) would not be total at \(p\), hence every \(p \in \text{wins}(\sigma)\) is a winning position.

**5.5.1 Examples**

We consider some examples of winning strategies on various polymorphic arenas. In particular, we look at the arena interpreting the type \(\forall X. X \to X\) of polymorphic identity, and the arenas interpreting the standard system \(F\) encodings of booleans, natural numbers, sums, products, and lists, as given in *Proofs and Types* [GLT89a].

**Polymorphic identity**

The unique winning position of the polymorphic arena interpreting \(\forall X. X \to X\) was shown on page 73. Since there is only one move available to \(P\) after \(O\)’s opening move, there is only one winning strategy \(\sigma\), given by \(\text{wins}(\sigma) = \{p\}\), where \(p\) is the (unique) winning position of the arena displayed on page 73. Formally, the winning strategy is \(\{e_1^\alpha, o, p\}\).
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Booleans

Let $p$ be the first winning position of $Bool$ shown on page 74, and let $q$ be the position displayed underneath $p$. There are two winning strategies, $true$ and $false$, given by $\text{wins}(true) = \{p\}$ and $\text{wins}(false) = \{q\}$. The former picks “1” in response to $O$’s opening hypermove, and the latter picks “0”.

Natural numbers

Refer to the positions $p_i$ of $Nat$ displayed on page 75. Each $i \geq 0$ corresponds to a winning strategy $i$, which plays $s$ (‘successor’) $i$ times, then plays $z$ (‘zero’). Formally, $\text{wins}(i) = \{p_i\}$.

Sum

Given types $T_1$ and $T_2$, the system $F$ encoding of the sum of $T_1$ and $T_2$ is $\text{Sum}(T_1, T_2) = \forall X.(T_1 \rightarrow X) \rightarrow (T_2 \rightarrow X) \rightarrow X$, for $X$ chosen not free in $T_1$ or $T_2$. Let $A_1$ and $A_2$ be the arenas interpreting $T_1$ and $T_2$ respectively, and for simplicity assume that $A_1$ and $A_2$ are trees, with opening actions $a_1$ and $a_2$ respectively. Then the polymorphic arena interpreting $\text{Sum}(T_1, T_2)$ has the following shape:

![Sum Arena Diagram]

Any winning strategy $\sigma$ on $A_1$ gives rise to a winning strategy for this arena as follows. When $O$ plays the ‘question’ $q$ asking “in which component would you like to play?”, reply $l$ for “left”. Then proceed to play $\sigma$ in the subarena $A_1$. Similarly, any winning strategy $\tau$ on $A_2$ gives rise to a winning strategy on $A_1 + A_2$ by replying to $q$ with $r$ for “right”, then playing $\tau$ in $A_2$. Interestingly, this “left or right?” idea is similar to the interpretation of $FPC$ sums in Guy McCusker’s Ph.D. thesis [McC98].

Product

Given types $T_1$ and $T_2$, the system $F$ encoding of the product of $T_1$ and $T_2$ is $\text{Prod}(T_1, T_2) = \forall X.(T_1 \rightarrow T_2 \rightarrow X) \rightarrow X$, for $X$ chosen not free in $T_1$ or $T_2$. Let $A_1$ and $A_2$ be the arenas interpreting $T_1$ and $T_2$ respectively, and for simplicity assume that $A_1$ and $A_2$ are trees, with opening actions $a_1$ and $a_2$ respectively. Then the polymorphic arena interpreting $\text{Prod}(T_1, T_2)$ has the following shape:

![Product Arena Diagram]
Any pair \((\sigma, \tau)\) of winning strategies \(\sigma\) on \(A_1\) and \(\tau\) on \(A_2\) defines a winning strategy for this arena as follows. When \(O\) plays the ‘question’ \(q\) asking “are you ready to play?”, reply \(y\) for “yes”. Then proceed to play \(\sigma\) in the subarena \(A_1\) if \(O\)'s next move is \(a_1\), and play \(\tau\) in the subarena \(A_2\) if \(O\)'s next move is \(a_2\).

Lists

Given a type \(T\), the system \(F\) encoding of the type of lists of elements of type \(T\) is \(\text{List}\,T = \forall X.X \rightarrow (T \rightarrow X \rightarrow X) \rightarrow X\), for \(X\) chosen not free in \(T\). Let \(A\) be the arena interpreting \(T\), and for simplicity assume that \(A\) is a tree. Without loss of generality, rename the opening action of \(A\) to be \(\text{head}\). The polymorphic arena interpreting \(\text{List}\,T\) has the following shape:

Every list \(\sigma_1 \ldots \sigma_k\) of winning strategies \(\sigma_i\) for \(A\) defines a distinct winning strategy \(\langle \sigma_1, \ldots, \sigma_k \rangle\) for this arena as follows. In order to simplify matters, we fix a specific type \(T\), namely \(T = \text{Nat}\), and focus on type \(\text{List}\,\text{Nat} = \forall X.X \rightarrow (\text{Nat} \rightarrow X \rightarrow X) \rightarrow X\) of lists of natural numbers. The following arena \(\text{List}\,\text{Nat}\) is the interpretation of this type:
(Notice that the $\text{Nat}$ subarena has had its opening move $n$ renamed to $\text{head}$). Since we already know (from page 78) that natural numbers are in bijection with winning strategies on $\text{Nat}$, we work with lists of natural numbers such as $1\bar{3}\bar{2}$ rather than actual lists of winning strategies $1\bar{3}\bar{2}$.

The empty sequence of natural numbers corresponds to the winning strategy with the following winning position:

$$O \quad P$$

$$\gamma \quad \xrightarrow{l} \quad \text{nil}$$

Upon $O$ asking to ‘look at the list’ with the action $l$, $P$ immediately responds with $\text{nil}$ because the list is empty.

The winning strategy corresponding to the singleton list 1 is given by the following pair of winning positions:

$$O \quad P \quad O \quad P \quad O \quad P$$

$$\gamma \quad \xrightarrow{l} \quad \text{cons} \quad \xrightarrow{\text{head}} \quad a \quad \text{tail} \quad \text{nil}$$

Upon $O$'s opening request $l$ to ‘look at the list’, $P$ responds with $\text{cons}$ because, unlike the example of the empty sequence above, in which $P$ responded with $\text{nil}$, there is an element in the list this time. Now $O$ has a choice between (a) $\text{head}$, looking at the ‘head’ of the list (as in the first position above), or (b) $\text{tail}$, skipping the first element and asking to look at the next element (as in the second position). In case (a), $\text{head}$ is the opening move of the $\text{Nat}$ subarena (remember that the opening action $n$ of $\text{Nat}$ was renamed to $\text{head}$), and $P$
continues with the strategy \( \gamma \) on \( \text{Nat} \). In case (b), since there is only one element in the list, the tail is empty, so \( \mathcal{P} \) responds with \( \text{nil} \).

The winning strategy corresponding to the three-element list \( 101 \) is given by the following winning positions:

\[
\begin{array}{cccccccccc}
  & O & P & O & P & O & P & O & P & P \\
\gamma & l & \text{cons} & \alpha & \text{head} & s & a & z \\
* & l & \text{cons} & \text{tail} & \text{cons} & \alpha & \text{head} & z \\
* & l & \text{cons} & \text{tail} & \text{cons} & \text{tail} & \text{cons} & \alpha & \text{head} & s & a & z \\
* & l & \text{cons} & \text{tail} & \text{cons} & \text{tail} & \text{cons} & \text{tail} & \text{cons} & \alpha & \text{head} & s & a & z & \text{nil} \\
& O & P & O & P & O & P & O & P & P \\
\end{array}
\]

The first position is \( O \) inspecting the first element \( l \), and is the same as the first position of the singleton sequence \( 1 \) above. The second position is \( O \) inspecting the second element \( 0 \), having played \( \text{tail} \) to skip the first element. The third position is \( O \) inspecting the third element \( 1 \), skipping the first two elements by playing \( \text{tail} \) twice. The fourth position is an attempt by \( O \) to inspect a fourth element, by playing \( \text{tail} \) three times; \( \mathcal{P} \) returns \( \text{nil} \) because there is no fourth element.

In general a list \( m_1 \ldots m_k \) of \( k \) numbers defines the winning strategy with \( k + 1 \) winning positions \( p_1, p_2, \ldots, p_{k+1} \) as follows. Each \( p_i \) begins with \( \gamma \), \( O \)’s opening request to extract data from the list. This is followed by \( i - 1 \) pairs of \( \text{cons} \circ \text{tail} \), corresponding to \( O \) ‘skipping’ the first \( i - 1 \) elements of the list in order to reach the \( i^{\text{th}} \). If \( i \leq k \) this is followed by a \( \text{cons} \) from \( \mathcal{P} \) to say “yes, there is an \( i^{\text{th}} \) element”; otherwise \( i = k + 1 \) and it is followed by a \( \text{nil} \) from \( \mathcal{P} \) to say “there are no more elements”. For \( i \leq k \) the rest of \( p_i \) consists of the strategy for the natural number \( m_i \) (with the opening move \( n \) of \( \text{Nat} \) renamed to \( \text{head} \)).

Thus every list of natural numbers defines a distinct winning strategy on \( \text{ListNat} \).

### 5.6 A suite of examples

We present more examples of winning strategies for polymorphic arenas with holes occurring at even level. These strategies are more interesting than those of the previous sections, because they involve the storage of arenas and then the subsequent migration of play to the stored arenas. The winning strategies presented here (specifically \( \text{even} : \text{Nat} \to \text{Bool} \) and \( \text{inc} : \text{Nat} \to \text{Nat} \)) will be used in the motivating example of interaction at the beginning of Chapter 6.
Figure 5.2: The winning strategies true and false interpreting the terms true = ΛX.λx.x.Xy.x and false = ΛX.λx.x.Yy.x respectively. The top position is the winning position of true and the bottom position is the winning position of false.

For the sake of completeness, we also recall the boolean and natural number examples of the previous section. There are six figures, as follows:

- Figure 5.2: true and false on Bool.
- Figure 5.3: not on Bool → Bool.
- Figure 5.4: 0, 1 and 2 on Nat.
- Figure 5.5: inc (increment by one) on Nat → Nat.
- Figure 5.6: even on Nat → Bool, the interpretation of a term returning true/false according to whether its input is even/odd.
- Figure 5.7: odd on Nat → Bool, the interpretation of a term returning false/true according to whether its input is even/odd.

Below are commentaries to the figures.

**Commentary to Figure 5.2** (true,false : Bool) The strategies true and false were discussed in section 5.5.1.

**Commentary to Figure 5.3** (not : Bool → Bool) Before detailing the relationship between the structure of the strategy and the structure of the term, we give an intuitive reading of the strategy in pure game-theoretic terms.

In the arena Bool, think of the action b as “request for boolean input”, and think of 1 and 0 as “supply of boolean data”. Then, focusing on the underlying sequences of actions bb/10 and b0/01 in the top rows of the two positions, the strategy reads as follows. O starts with a request b for boolean data. Since not is a constant function P cannot output a value until he has received input. So he goes to the ‘input Bool component’, Bool’, and requests boolean data from O by playing b. If O supplies data 1 on the input component, P responds with 0 to O’s original request for boolean data b (hence the justification pointer back to b); if O supplies data 0 on the input component, P responds with 1 to O’s original request b.
Figure 5.3: The winning positions of the winning strategy \texttt{not} interpreting the term \texttt{not} = $\lambda f^{\text{bool}}.\Lambda X.\lambda x^X.\lambda y^X.f X y x$. A commentary is given in the main body of the text, on page 82.
The relationship of the structure of the strategy with the structure of the interpreted term

\[
\text{not} = \lambda f^{\text{bool}}. \lambda X. \lambda x^X. \lambda y^X. f X y z
\]

is as follows. After \( O \)'s first move \( \beta \ast b \), the three children \( b' \), 0 and 1 correspond respectively to the three \( \lambda \)-abstractions \( \lambda f \), \( \lambda x \), and \( \lambda y \) in the term. The hole \( \beta \) of \( O \)'s first move \( \beta \ast b \) corresponds to the \( \lambda \)-abstraction \( \lambda X \). The fact that subsequent arenas imported by \( P \) can reference \( \beta \) corresponds to the fact that subsequent type arguments can have \( X \) as a free variable.

\( P \) chooses the action \( b' \), corresponding to the choice of \( f \) as headvariable for the body of the term. Since \( b' \) has a hole \( \beta' \), \( P \) must store a polymorphic arena in \( \beta' \). This corresponds to the fact that \( f \) is of polymorphic type, and must be supplied a type argument. \( P \) stores the arena \( \langle \beta, w \rangle \) in \( \beta' \), the singleton arena consisting of the action \( w \) referencing the hole \( \beta \) of \( O \)'s first move. This corresponds to the argument \( X \) supplied to \( f \) in the term.

Since \( b' \) references \( \beta \), \( P \) must open a thread on its contents \( \langle \beta, w \rangle \). Since the arena is a singleton, there is no choice put to play its only action \( w \). Since \( w \) does not reference a hole containing a stored arena, there is no need to play another opening move, and \( P \)'s first hypermove is complete. Note that the copycat rule is satisfied, because this last move \( w \) references \( \beta \), which is the reference of \( O \)'s action \( b \).

For his second move, \( O \) can choose between two locations: he can either continue in the arena \( \text{Boo} \rightarrow \text{Bool} \) by justifying from \( b' \), or continue in the arena \( \langle \beta, w \rangle \) by justifying from \( w \). He is forced to do the former, since \( w \) has no children. So \( O \)'s options are (i) pick the child \( 1' \) of \( b' \) in \( \text{Boo} \rightarrow \text{Bool} \), as in the top winning position, or (ii) pick the child \( 0' \) of \( b' \) in \( \text{Boo} \rightarrow \text{Bool} \), as in the bottom winning position.

(i) In the term this corresponds to ‘inspecting the first argument of \( f X \)’. Since \( 1' \) references \( \beta' \), \( O \) must follow up immediately with an opening move on the arena \( \langle \beta, w \rangle \) stored in \( \beta' \). Since \( \langle \beta, w \rangle \) is a singleton, there is no choice but to play its only action \( w \). This completes a hypermove for \( O \), since \( w \) references \( \beta \), which does not store an arena.

\( P \)'s response is to play 0 in \( \text{Boo} \rightarrow \text{Bool} \), justified by \( O \)'s first action \( b \). This corresponds to the fact that the first argument of \( f X \) is \( y \), which, as discussed earlier, is the abstracted variable corresponding to the action 1. This completes a hypermove for \( P \), because 1 references \( \beta \), which does not store an arena. The copycat rule is satisfied, because \( \beta \) was the reference of \( O \)'s last move \( w \).

We have reached a winning position, since 0 is a leaf, leaving no actions available to \( O \).

(ii) In the term this corresponds to ‘inspecting the second argument of \( f X \)’. It is analogous to (i).

**Commentary to Figure 5.4 (\( \mathcal{O}, L \) and \( \mathcal{Z} \) on Nat.)** Thinking of \( n \) as “What’s the number?”, \( s \) as “successor”, \( z \) as “zero”, and \( a \) as “of”, the third sequence \( nsasaz \) reads as: “What’s the number? Successor of successor of zero.” In more detail, \( O \) starts with “What’s the number?” \( P \) replies with “It’s the successor.” \( O \) says “The successor of what?” \( P \) responds with “(The successor of) the successor”. \( O \) replies “(The successor of) the successor of what?”. \( P \) finishes with “((The successor of) the successor of) zero”. In other words, the number 2.

Each action \( s \) by \( P \) corresponds to picking the variable \( f \). Each action \( a \) by \( O \) corresponds to ‘inspecting the argument of \( f \)’. The action \( z \) corresponds to picking the variable \( x \).
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\[ O \quad P \]
\[ \alpha \quad n \quad \gamma \quad z \]

\[ O \quad P \quad O \quad P \]
\[ \alpha \quad n \quad \gamma \quad a \quad z \]

\[ O \quad P \quad O \quad P \quad O \quad P \]
\[ \alpha \quad n \quad \gamma \quad s \quad a \quad s \quad a \quad z \]

Figure 5.4: The winning strategies \( O \), \( P \), and \( \alpha \) interpreting the terms \( \Lambda X. \lambda f^{X \rightarrow X}. \lambda x^{X}. x \), \( \Lambda X. \lambda f^{X \rightarrow X}. \lambda x^{X}. f, x \), and \( \Lambda X. \lambda f^{X \rightarrow X}. \lambda x^{X}. f(x) \) respectively. The top position is the winning position of \( O \), the middle position is the winning position of \( P \), and the bottom position is the winning position of \( \alpha \). A commentary is given in the main body of the text, on page 84.

Commentary to Figure 5.5 (inc : Nat \( \rightarrow \) Nat.) Before detailing the relationship between the structure of the increment strategy and the structure of the term, we give an intuitive reading of the strategy in pure game-theoretic terms.

In the arena \( \text{Nat} \), think of the action \( n \) as “request for a number”, think of \( s \) as “successor”, think of \( a \) (standing for “argument”) as “successor of what?”, and think of \( z \) as “zero”. Then, focusing on the underlying sequences of actions in the top rows of the two positions (ignoring the storage of the arena \( \langle a, w \rangle \) and the moves \( w \) located on it), the strategy reads as follows.

\( O \) starts with \( n \) asking “What’s the number?” Since \( \text{inc} \) is not a constant function, \( P \) must inspect the input. So he goes to the ‘input \( \text{Nat} \) component’, \( \text{Nat} \), and plays \( n' \), asking “What’s the input number?” \( O \) responds with \( z' \), “the input number is zero.” Now \( P \) proceeds with the strategy for successor of zero back on the output component \( \text{Nat} \), i.e., \( P \) proceeds with the strategy \( \alpha \).

The intuition for the second winning position only makes sense when one observes the interaction of \( \text{inc} \) with a number.

The relationship of the structure of the strategy with the structure of the \( \eta \)-long variant

\[ \lambda m^{\text{Nat}} \Lambda X. \lambda f^{X \rightarrow X}. \lambda x^{X}. mX(\lambda e^{X}. f e)(f x) \]

of the interpreted term

\[ \lambda m^{\text{Nat}} \Lambda X. \lambda f^{X \rightarrow X}. \lambda x^{X}. mX f(x) \]

is as follows.

After \( O \)’s first move \( \alpha \eta n \), the three children \( n' \), \( s \) and \( z \) correspond respectively to the three \( \lambda \)-abstractions \( \lambda g, \lambda f, \) and \( \lambda x \). The hole \( \alpha \) of \( O \)’s first move \( \alpha \eta n \) corresponds to the \( \Lambda \)-
Figure 5.5: The two winning positions of the winning strategy \( \text{inc} : \text{Nat}' \to \text{Nat} \) interpreting the term \( \lambda g^\text{Nat} \lambda X. \lambda f^{X \to X}. \lambda x^X. gXf(fx) \), which is \( \lambda g^\text{Nat} \lambda X. \lambda f^{X \to X}. \lambda x^X. gX(\lambda e^X. fe)(fx) \) in \( \eta \)-long form. A commentary is given in the main body of the text, on page 85.
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abstraction \( AX \). The fact that subsequent arenas imported by \( P \) can reference \( \alpha \) corresponds to the fact that subsequent type arguments can have \( X \) as a free variable.

\( P \) chooses to play the action \( n' \), corresponding to the choice of \( g \) as headvariable for the body of the term. Since \( n' \) has a hole \( \alpha' \), \( P \) must store a polymorphic arena in \( \alpha' \). This corresponds to the fact that \( g \) is of polymorphic type, and must be supplied a type argument. \( P \) stores the arena \( (\alpha, w) \) in \( \alpha' \), the singleton arena consisting of the action \( w \) referencing the hole \( \alpha \) of \( O \)'s first move. This corresponds to the argument \( X \) supplied to \( g \) in the term.

Since \( n' \) references \( \alpha \), \( P \) must open a thread on its contents \( (\alpha, w) \). Since the arena is a singleton, there is no choice put to play its only action \( w \). Since \( w \) does not reference a hole containing a stored arena, there is no need to play another opening move, and \( P \)'s first hypermove is complete. Note that the copycat rule is satisfied, because this last move \( w \) references \( \alpha \), which is the reference of \( O \)'s action \( n \).

For his second move, \( O \) can choose between two locations: he can either continue in the arena \( \text{Nat'} \to \text{Nat} \) by justifying from \( n' \), or continue in the arena \( (\alpha, w) \) by justifying from \( w \). He is forced to do the former, since \( w \) has no children. So \( O \)'s options are (i) pick the second child \( z' \) of \( n' \) in \( \text{Nat'} \to \text{Nat} \), as in the top winning position, or (ii) pick the first child \( s' \) of \( n' \) in \( \text{Nat'} \to \text{Nat} \), as in the bottom winning position.

(i) In the term this corresponds to ‘inspecting the second argument of \( gX' \). Since \( z' \) references \( \alpha' \), \( O \) must follow up immediately with an opening move on the stored arena \( (\alpha, w) \). Since \( (\alpha, w) \) is a singleton, there is no choice but to play its only action \( w \). This completes a hypermove for \( O \), since \( w \) references \( \alpha \), which does not store an arena.

\( P \)'s response is to play \( s \) back on \( \text{Nat'} \to \text{Nat} \), justified by \( O \)'s first action \( n \). This corresponds to the fact that the head-variable of the second argument of \( gX \) is \( f \), which, as discussed earlier, is the abstracted variable corresponding to the action \( s \). This completes a hypermove for \( P \), because \( s \) references \( \alpha \), which does not store an arena. The copycat rule is satisfied, because \( \alpha \) was the reference of \( O \)'s last move \( w \).

\( O \) has no choice but to play the only child \( a \) of \( s \). This corresponds to the fact that \( f \), being of type \( X \to X \), has only one argument. This immediately completes a hypermove for \( O \), since \( a \) references \( \alpha \), which does not store an arena.

\( P \) has the following choices for his next action: \( n' \) justified by \( n \), \( s \) justified by \( n \), \( z \) justified by \( n \). These correspond to the lambda-abstractions \( \lambda g, \lambda f, \) and \( \lambda x \) respectively, from which \( P \) chooses the headvariable of the argument to \( f \). The fact that the argument is \( x \) corresponds to the fact that \( P \)'s next action is \( \alpha \).

(ii) In the term this corresponds to ‘inspecting the first argument of \( gX' \). Since \( s' \) references \( \alpha' \), \( O \) must follow up immediately with an opening move on the stored arena \( (\alpha, w) \). Since \( (\alpha, w) \) is a singleton, there is no choice but to play its only action \( w \). This completes a hypermove for \( O \), since \( w \) references \( \alpha \), which does not store an arena.

The first argument of \( gX \) is of type \( X \to X \). This is not a base type, so in \( \eta \)-long form, the argument must begin with an abstraction of type \( X \), namely \( \lambda e^X \).

\( P \) has the following choices for his next action: \( n' \) justified by \( n \), \( s \) justified by \( n \), \( z \) justified by \( n \), or \( \alpha' \) justified by \( s' \). These correspond to the lambda-abstractions \( \lambda g, \lambda f, \lambda x, \) and \( \lambda e \), respectively, from which \( P \) chooses the headvariable of the argument subterm \( \lambda e^X.f.e \). The fact that the headvariable is \( f \) corresponds to the fact that \( P \)'s next action is \( s \).

\( O \) is forced to pick the only child \( a \) of \( s \), corresponding to the fact that he is forced to inspect the one and only argument of \( f \).

\( P \)'s last action is \( \alpha' \) in \( \text{Nat'} \to \text{Nat} \), justified by \( O \)'s action \( s' \). This corresponds to the fact that the argument of \( f \) is \( e \), which, as discussed above, corresponds to the action \( \alpha' \).

This is a winning position because \( \alpha' \) is a leaf (corresponding to the fact that the body
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of $\lambda e^X.fe$ has reached ground type).

**Commentary to Figure 5.6** (even : Nat $\rightarrow$ Bool.) The idea of the interpreted term

$$\lambda g^{\text{Nat}}.g\text{Bool} \not = \text{true}$$

is to apply not to true $g$ times, hence (after normalisation) yielding true if $g$ is even and false if $g$ is odd.

The structure of the strategy relates to the structure of the $\eta$-long variant

$$\lambda g^{\text{Nat}}.\lambda X.\lambda x^X.\lambda y^X.g\text{Bool} \not = \text{true} X x y$$

of the term as follows. First we disentangle the different occurrences of the quantified type variable $\forall X$. Let $\text{Bool}' = \forall X'.X' \rightarrow X' \rightarrow X'$, i.e., a copy of $\text{Bool} = \forall X.X \rightarrow X \rightarrow X$ with its bound variable renamed to $X'$. Write $\text{not}' : \text{Bool}' \rightarrow \text{Bool}'$ for

$$\lambda f^{\text{Bool}'}.\lambda X'.\lambda x^{X'}.\lambda y^{X'}.f X'yx$$

and write $\text{true}' : \text{Bool}'$ for

$$\lambda X'.\lambda x^{X'}.\lambda y^{X'}.x$$

Then the $\eta$-long form is

$$\lambda g^{\text{Nat}}.\lambda X.\lambda x^X.\lambda y^X.g\text{Bool} \not = \text{true}' X x y$$

i.e.,

$$\lambda g^{\text{Nat}}.\lambda X.\lambda x^X.\lambda y^X.g(\forall X'.X' \rightarrow X' \rightarrow X')(\lambda f^{\text{Bool}'}.\lambda X'.\lambda x^{X'}.\lambda y^{X'}.f X'yx)(\lambda X'.\lambda x^{X'}.\lambda y^{X'}.x)Xxy$$

After $O$’s first move $\beta_1^* b$, the three children $n$, 1 and 0 correspond respectively to the three $\lambda$-abstractions $\lambda g$, $\lambda x$, and $\lambda y$. The hole $\beta$ of $O$’s first move $\beta_1^* b$ corresponds to the $\Lambda$-abstraction $\lambda X$. The fact that subsequent arenas imported by $P$ can reference $\beta$ corresponds to the fact that subsequent type arguments can have $X$ as a free variable.

$P$ chooses to play the action $n$, corresponding to the choice of $g$ as headvariable for the body of the term. Since $n$ has a hole $\alpha$, $P$ must store a polymorphic arena in $\alpha$. This corresponds to the fact that $g$ is of polymorphic type, and must be supplied a type argument. $P$ stores the arena $\text{Bool}'$ in $\alpha$, a tagged copy of $\text{Bool}$, as displayed top-right in the figure. In the term this corresponds to the type argument $\text{Bool}'$ supplied to $g$.

Since $n$ references $\alpha$, $P$ must open a thread on its contents $\text{Bool}'$. Since $\text{Bool}'$ is a tree, with only one opening action $b'$, there is no choice but to play $b'$.

Since $b'$ has a hole $\beta'$, $P$ must store a polymorphic arena in $\beta'$. This corresponds to the fact that $g\text{Bool}'$ is of type $(\text{Bool} \rightarrow \text{Bool} \rightarrow \text{Bool} \rightarrow \text{Bool} \rightarrow \forall X'.X' \rightarrow X' \rightarrow X')$, the prenex (‘quantifiers outermost’) form of which is $\forall X'.(\text{Bool} \rightarrow \text{Bool} \rightarrow \text{Bool} \rightarrow \text{Bool} \rightarrow \forall X'.X' \rightarrow X' \rightarrow X')$, a polymorphic type requiring an argument. Another way of looking at this is as follows. Whatever arguments $u$ and $v$ are supplied in the future, $g\text{Bool}' u v$ will be of polymorphic type, so it will require a type argument; we are being ‘eager’ and supplying the type argument $X$ as early as possible.

$P$ elects to store the arena $(\beta, c)$ in $\beta'$, the singleton arena with action $c$ referencing the hole $\beta$ of $O$’s first move $\beta_1^* b$. This corresponds to the type argument $X$. 
Figure 5.6: The winning strategy even : Nat → Nat interpreting the term \( \lambda g^{nat}.g\ \text{Bool'}\ \text{not'}\ \text{true'} \), which is \( \lambda g^{nat}.\lambda X.\lambda x.x.\lambda y^{x}.g\ \text{Bool'}\ \text{not'}\ \text{true'}\ X\ x\ y \) in \( \eta \)-long form. The five winning positions are represented compactly: the second and third are ‘two-in-one’. Read \( a_1 \) in each \( a_1/a_2 \) to extract one position, and read \( a_2 \) to extract the other. A commentary is given in the main body of the text, on page 88.
Since $b'$ references $\beta'$, $P$ must open a thread on its contents $\langle \beta, c \rangle$. Since the arena is a singleton, there is no choice put to play its only action $c$. Since $c$ does not reference a hole containing a stored arena, $P$'s first hypermove is complete. Note that the copycat rule is satisfied, because $c$ references $\beta$, which is the reference of $O$'s action $b$.

For his second move, $O$ can choose between three locations: (i) he can continue in $\text{Nat} \rightarrow \text{Bool}$ by justifying from $n$, (ii) he can continue in $\text{Bool}$ by justifying from $b'$, or (iii) he can continue in $\langle \beta, c \rangle$ by justifying from $c$. The last is not possible, since $c$ has no children, so we need consider (i) and (ii) only.

(i) $O$ continues in $\text{Nat} \rightarrow \text{Bool}$ by justifying from $n$. Since $n$ has two children, $s$ and $z$, (a) $O$ can choose $z$, as in the top winning position, or (b) $O$ can choose $s$, as in the middle winning position(s).

(i)(a) $O$ plays $z$, the second child of $n$. This corresponds to inspecting the second argument of $g\text{Bool}'$. Since $z$ references $\beta$, $O$ must open a thread on its stored arena $\text{Bool}$. Because $\text{Bool}$ is a tree, $O$ has no choice but to pick its root $b'$, and 'store a hidden arena' * in $\beta'$. (In order to be able to distinguish the new occurrences of the action $b'$ and hole $\beta'$ in the third hypermove from the previous occurrences in the second hypermove, we add an overhead 'dot'. This is a convention we shall employ in general, whenever it is useful to be able to distinguish different occurrences of actions, moves, holes, or hypermoves.) Since the second argument of $g\text{Bool}'$ is true', $P$ finishes by playing the strategy for true' inside $\text{Bool}$, i.e., by playing $1'$ justified by $b'$.

(i)(b) $O$ plays the first child $s$ of $n$. This corresponds to inspecting the first argument of $g\text{Bool}'$. Since $s$ references $\beta$, $O$ must open a thread on its stored arena $\text{Bool}$. Because $\text{Bool}$ is a tree, $O$ has no choice but to pick its root $b'$, and 'store a hidden arena' * in $\beta'$. (As in (i)(a), we 'dot' the fresh occurrences of $b'$ and $\beta'$.) Rather than going into the nitty gritty details of the remaining moves, it is more informative to observe that the rest of the position? consists in $P$ playing the strategy for not' on $\text{Bool}'$. (To see this, pattern-match $b'b'1'0'$ and $b'b'0'1'$ with the picture of not in Figure 5.3.)

(ii) $O$ continues in $\text{Bool}$ by justifying from $b'$. This sequence is 'two-in-one'; without loss of generality choose $1'$ and $1$ from $1'/0'$ and $1/0$. So $O$ plays the action $1'$ in $\text{Bool}'$, justified by $b'$. This corresponds to 'inspecting the first argument of $g\text{Bool}' \text{true'} \text{not'}X'$. Since $1'$ references $\beta'$, containing the singleton arena $\langle \beta, c \rangle$, $O$ has no choice but to play $c$.

$P$ replies with $1$ back up on $\text{Nat} \rightarrow \text{Bool}$, corresponding to the fact that the inspected argument (i.e., the first argument of $g\text{Bool}' \text{true'} \text{not'}X$) is the variable $x$. (Recall that, as discussed at the beginning of the commentary, 1 and 0 correspond to $\lambda x$ and $\lambda y$ respectively.)

This is a winning position, because 1 is a leaf.

Commentary to Figure 5.7 (odd: $\text{Nat} \rightarrow \text{Bool}$) The strategy is the same as even, apart from $1'$ in place of $1$' in the top position. This corresponds syntactically to the fact that the interpreted term has false' in place of true'.

5.7 Application: counting inhabitants of types

In this section we look ahead to the full completeness of the hypergames model, and demonstrate how it can be used to reason about system $F$. The reader interested in getting to the details of the hypergame model can safely skip to the next chapter without loss of continuity. The syntactic 'top-down term' argument corresponding to the game-theoretic proof of the proposition below is given in Appendix A.

\footnote{Remember that this is really two positions, depending on whether one reads the $a_1/a_2$ as $a_1$ or $a_2$.}
Figure 5.7: The winning strategy \textit{odd} : \textit{Nat} \to \textit{Nat} interpreting the term 
\( \lambda y. \text{\texttt{nat}}. g \text{\texttt{Bool\_not\_false}} \), which is 
\( \lambda y. \text{\texttt{nat}}. \lambda x \lambda z. x \lambda y. g \text{\texttt{Bool\_not\_false}} X z y \) in \( \eta \)-long form. The five winning positions are represented compactly: the second and third are 'two-in-one'. Read \( a_1 \) in each \( a_1/a_2 \) to extract one position, and read \( a_2 \) to extract the other. The strategy is identical to \textit{even} of Figure 5.6, but for \( 0' \) in place of \( 1' \) in the top position. A commentary is given in the main body of the text, on page 90.
5.7. APPLICATION: COUNTING INHABITANTS OF TYPES

We use the copycat rule as leverage to prove:

**Proposition 5.19** Let $U$ and $V$ be types without negative occurrences of quantifiers. Then

1. $\beta\eta$-normal forms of type $\text{Prod}(U, V) = \forall X. (U \to V \to X) \to X$ are in bijection with pairs consisting of a $\beta\eta$-normal form of type $U$ and a $\beta\eta$-normal form of type $V$.

2. $\beta\eta$-normal forms of type $\text{List} U = \forall X. X \to (U \to X \to X) \to X$ are in bijection with finite lists of $\beta\eta$-normal forms of type $U$.

3. The set of $\beta\eta$-normal forms of type $\text{Sum}(U, V) = \forall X. (X \to U) \to (X \to V) \to X$ is in bijection with the disjoint union of the set of $\beta\eta$-normal forms of type $U$ and the set of $\beta\eta$-normal forms of type $V$.

These properties are not in general true for arbitrary types $U$ and $V$: system $F$ encodings of inductive datatypes are well-known not to be universal. For example, $\text{Prod}(U, V)$ does not always satisfy surjective pairing. Although every pair of closed $\beta\eta$-normal forms $u$ and $v$ defines a distinct closed $\beta\eta$-normal form $\langle u, v \rangle$ of type $\text{Prod}(U, V)$, by

$$\langle u, v \rangle = \lambda X. \lambda x. u \to v \cdot x u v,$$

for some types $U$ and $V$ not every $\beta\eta$-normal inhabitant of $\text{Prod}(U, V)$ is of this form. Similarly, $\text{List} U$ may have more $\beta\eta$-normal inhabitants than those arising as lists of inhabitants of $\beta\eta$-normal forms of type $U$, and $\text{Sum}(U, V)$ may have more $\beta\eta$-normal inhabitants than the union of the $\beta\eta$-normal inhabitants of $U$ and $V$.

The stepping-stone to the proof of Proposition 5.19 is:

**Proposition 5.20** Let $U$ and $V$ be types without negative occurrences of quantifiers, and let $A$ and $B$ be the polymorphic arenas interpreting $U$ and $V$.

1. Winning strategies for the polymorphic arena interpreting $\text{Prod}(U, V)$ are in bijection with pairs consisting of a winning strategy for $A$ and winning strategy for $B$.

2. Winning strategies for the polymorphic arena interpreting $\text{List} U$ are in bijection with finite lists of winning strategies for $A$.

3. The set of winning strategies for the polymorphic arena interpreting $\text{Sum}(U, V)$ is in bijection with the disjoint union of the set of winning strategies for $A$ and the set of winning strategies for $B$.

The original proposition then follows immediately from the following corollary of the main full completeness theorem of Chapter 8:

**Corollary** If $T$ is a type with no negative quantifiers then every winning strategy $\sigma$ for the polymorphic arena interpreting $T$ defines a distinct $\eta$-long $\beta$-normal form $t_\sigma$ whose interpretation is $\sigma$. So in particular, $\beta\eta$-normal forms of type $T$ are in bijection with winning strategies for the polymorphic arena interpreting $T$.

So all that remains is to prove Proposition 5.20. We prove part 2 of the proposition. Parts 1 and 3 follow by similar reasoning. The key to the proof is the copycat rule. We illustrate the reasoning with the arena $\text{ListNat}$ from page 80.
Notice that in each of the positions displayed underneath the original picture of the arena, the copycat rule is satisfied. For example, here is the third position of the list 101, with its reference arcs drawn in, so we can verify the copycat rule at a glance:

\[
\begin{array}{cccccccc}
\gamma l & cons & tail & cons & tail & cons & \alpha head & s & a & z \\
 O & P & O & P & O & P & O & P & P \\
\end{array}
\]

The copycat rule means that as soon as the game goes into the \texttt{Nat} subarena of \texttt{ListNat}, \textit{P} is ‘stuck’ there, in the following sense. Both of the \textit{O} actions \texttt{head} and \texttt{a} in \texttt{Nat} reference \textit{\alpha}, so there is no way \textit{P} can ‘get back out’ by playing \texttt{cons} or \texttt{nil}: they both reference \textit{\gamma}, which would break the copycat rule. Thus every prefix-maximal position \textit{p} of \texttt{ListNat} starts with the \textit{O}-move \textit{\gamma l}, is followed by \textit{i} \geq 0 pairs \texttt{cons} \texttt{tail}, and ends with either \texttt{nil} or a prefix-maximal position of \texttt{Nat} (with its opening action \texttt{n} renamed to \texttt{head}). In other words, \textit{p} is of the form

\[
\gamma l (\texttt{cons tail})^i q
\]

where \textit{q} is either \texttt{nil} or a prefix-maximal position of \texttt{Nat} with its opening move \texttt{n} renamed to \texttt{head}. From this and the fact that every prefix-maximal position \textit{q} of \texttt{Nat} defines a winning strategy of \texttt{Nat} by taking its prefix-closure, we are done.

This idea of \textit{P} being ‘stuck’ in the \texttt{Nat} component generalises to arbitrary types \textit{U} with no negative quantifiers. Since \texttt{ListU} has no negative quantifiers (because \textit{U} has no negative quantifiers), by Lemma 5.12, part (iii), no arenas get stored during the hypergame.

The same argument of getting ‘stuck’ applies to \texttt{Prod(U,V)} and \texttt{Sum(U,V)}. \qed
Chapter 6

Interaction

Games models interpret normalisation as the interaction of strategies. Given strategies \( \sigma : A \to B \) and \( \tau : B \to C \), the composite \( \sigma ; \tau : A \to C \) is obtained by allowing \( \sigma \) and \( \tau \) to interact through the ‘interface’ \( B \), and then deleting the ‘chit-chat’ moves made in \( B \). This is reminiscent of “parallel composition plus hiding” in concurrency theory.

Up to first-order, interaction in the hypergames model is as in the Nickau games model of \( PCF \) [Nic94]. Before presenting the definition of interaction in section 6.1, we first work through a motivating example.

The strategies \( \text{inc} : \text{Nat} \to \text{Nat} \) and \( \text{even} : \text{Nat} \to \text{Bool} \), increment and a test for evenness of a natural number, were presented in the previous chapter in Figures 5.5 and 5.6. We demonstrate that their composite \( \text{Nat} \xrightarrow{\text{inc}} \text{Nat} \xrightarrow{\text{even}} \text{Bool} \) by interaction through \( \text{Nat} \) is exactly \( \text{odd} : \text{Nat} \to \text{Bool} \), the strategy depicted in Figure 5.7. The interaction will involve three ‘agents’, \( \text{inc} \) on \( \text{Nat} \to \text{Bool} \), \( \text{even} \) on \( \text{Nat} \to \text{Nat} \), and \( O \) on \( \text{Nat} \to \text{Bool} \). The three arenas \( \text{Nat} \to \text{Bool} \), \( \text{Nat} \to \text{Bool} \), and \( \text{Nat} \to \text{Nat} \) are shown together in Figure 6.1.

The first-order (\( \lambda \)-calculus) fragment of interaction was set up in Chapter 3, pages 29–42. Now, as then, we keep track of the events in each of the three arenas (\( \text{Nat} \to \text{Bool} \), \( \text{Nat} \to \text{Bool} \), and \( \text{Nat} \to \text{Nat} \)) in parallel. At this point, it may be useful to flip quickly through the next 30 pages or so for an impressionistic preview of how interaction will work.

The interaction begins with the opening move \( \beta^b \) by \( O \) in \( \text{Nat} \to \text{Bool} \):

\[
\begin{array}{c}
\text{Nat} \to \text{Bool} \\
\beta^b
\end{array}
\]

This is ‘transmitted’ through \( \text{Bool} \), the common component of \( \text{Nat} \to \text{Bool} \) and \( \text{Nat} \to \text{Bool} \), to arrive as an opening \( O \)-move in \( \text{Nat} \to \text{Bool} \):

---

1Chapter 3 highlighted an important and hitherto overlooked difference between Nickau's interaction and Hyland/Ong interaction [HO94].
Figure 6.1: The polymorphic arenas involved in the interaction $\text{Nat'} \xrightarrow{inc} \text{Nat} \xrightarrow{even} \text{Bool}$. 
\[ \text{Nat} \rightarrow \text{Bool} \]
\[ \beta \* b \]

\[ \text{Nat even} \rightarrow \text{Bool} \]
\[ \beta \* b \]

In first-order interaction (pages 29-42), actions were transmitted up and down between the three positions. In anticipation of the fact that here, in second-order interaction, actions will be copied around in more complex patterns, we shall keep a record of the origin of copied actions.

**Convention 6.1** Given any action \( a \) (resp. hole \( \alpha \)) appearing in the interaction, use a subscript 1, 2, or 3 in order to indicate an occurrence of \( a \) (resp. \( \alpha \)) in the top, middle, or bottom hypersequence. For example, in the diagram above, \( b_1 \) denotes the occurrence of \( b \) played by \( O \) in \( \text{Nat} \rightarrow \text{Bool} \), \( b_2 \) denotes the occurrence of \( b \) just played by \( O \) in \( \text{Nat} \rightarrow \text{Bool} \), \( \beta_1 \) denotes the occurrence of \( \beta \) next to \( b_1 \), and \( \beta_2 \) denotes the occurrence of \( \beta \) next to \( b_2 \).

We record the fact that \( b_2 \) was transmitted from \( b_1 \) in a table underneath the interaction state:

\[ \text{Nat} \rightarrow \text{Bool} \]
\[ \beta \* b \]

\[ \text{Nat even} \rightarrow \text{Bool} \]
\[ \beta \* b \]

<table>
<thead>
<tr>
<th>action</th>
<th>( b_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>source</td>
<td>( b_1 )</td>
</tr>
</tbody>
</table>

The next step of the interaction is just as at first-order. The action \( b_2 \) that just arrived in \( \text{Nat} \rightarrow \text{Bool} \) acts as a stimulus for \emph{even}. Consulting the `chart’ of winning positions of \emph{even} (page 89), we see that \emph{even} determines the following response in \( \text{Nat} \rightarrow \text{Bool} \), a hypermoves consisting in three moves:
\[
\text{Nat}^* \rightarrow \text{Bool}
\]
\[
\beta \cdot b
\]

\[
\text{Nat} \xrightarrow{\text{even}} \text{Bool}
\]
\[
\beta \cdot b \xrightarrow{\alpha} \text{Bool}^n
\]
\[
\beta' \cdot (\beta, c) \cdot b'
\]
\[
\text{action} \quad b_2
\]
\[
\text{source} \quad b_1
\]

Now the first-order interaction algorithm breaks down. We would like to transmit this hypermove to \text{Nat}^* \rightarrow \text{Nat}, in a similar manner to the way in which, on page 30 (for example), \(b_1\) was transmitted down to \text{Bool}. But \(P\)'s three-move hypermove would not be legal on \(\text{Nat}^* \rightarrow \text{Nat}\), so it does not make sense to transmit it. In particular, it would arrive as an \(O\)-hypermove rather than a \(P\)-move, so the storage of arenas would be anomalous.

Instead, motivated by a ‘uniformity’ intuition, that arenas stored by \text{even} should be ‘hidden’ from \text{inc}, and vice versa, we shall transmit only the first action of \text{even}'s hypermove down to \text{Nat}^* \rightarrow \text{Nat}:

\[
\text{Nat}^* \rightarrow \text{Bool}
\]
\[
\beta \cdot b
\]

\[
\text{Nat} \xrightarrow{\text{even}} \text{Bool}
\]
\[
\beta \cdot b \xrightarrow{\alpha} \text{Bool}^n
\]
\[
\beta' \cdot (\beta, c) \cdot b'
\]
\[
\text{action} \quad b_2
\]
\[
\text{source} \quad b_1
\]

\[
\text{Nat}^* \xrightarrow{\text{inc}} \text{Nat}
\]
\[
n
\]
Since the copy of \( n \) in \( \text{Nat}' \rightarrow \text{Nat} \) has had its parity reversed to that of being an action of \( O \), we fill its hole with \( * \), ‘hiding’ from \( \text{inc} \) the arena \( \text{Bool}' \) originally stored in \( \alpha \).

\[
\begin{array}{c}
\text{Nat}' \rightarrow \text{Bool} \\
\beta_b \\
* \nonumber
\end{array}
\]

\[
\begin{array}{c}
\text{Nat} \xrightarrow{\text{even}} \text{Bool} \\
\beta_b \quad \alpha \quad \text{Bool}' \quad \text{n} \\
* \quad \nonumber
\end{array}
\]

\[
\begin{array}{c}
\langle \beta', \text{c} \rangle \quad \text{b}' \\
\nonumber
\end{array}
\]

\[
\begin{array}{c}
\text{Nat}' \xrightarrow{\text{inc}} \text{Nat} \\
\alpha \quad \text{n} \quad \nonumber
\end{array}
\]

This completes a hypermove for \( O \) in \( \text{Nat}' \rightarrow \text{Nat} \), so (for now, at least), nothing need be done with the remaining actions \( \text{b}' \) and \( \text{c} \) of \( \text{even}' \)'s hypermove.

With the arrival of a stimulus \( O \)-move \( \beta \quad * \quad \text{n} \), now \( \text{Nat}' \rightarrow \text{Nat} \) is ‘active’. Consulting the winning positions of \( \text{inc} \) (page 86), we see that \( \text{inc} \) determines the following response in \( \text{Nat}' \rightarrow \text{Nat} \), a two-move hypermove:
\[
\begin{align*}
\text{Nat}' &\rightarrow \text{Bool} \\
\beta'_{b} \\
\text{Nat} &\xrightarrow{\text{even}} \text{Bool} \\
\beta'_{b} &\xrightarrow{\alpha} \text{Bool}^n \\
\beta'_{\langle \beta', c \rangle} &\xrightarrow{\beta} b' \\
&\xrightarrow{c} c \\
\text{Nat} &\xrightarrow{\text{inc}} \text{Nat} \\
\alpha'_{n} &\xrightarrow{\alpha} \langle \alpha, w \rangle^{'n'} \\
&\xrightarrow{w} w
\end{align*}
\]

<table>
<thead>
<tr>
<th>action</th>
<th>(b_2)</th>
<th>(n_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>source</td>
<td>(b_1)</td>
<td>(n_2)</td>
</tr>
</tbody>
</table>

Now how should we proceed? Since \text{inc} just played an action \(n'\) in \text{Nat}', a component shared with \text{Nat}' \rightarrow \text{Bool}, we can certainly transmit \(n'\) to the top:
To turn the action \( n' \) into a move, we have to store an arena in the hole \( \alpha' \) of \( n' \) in \( \text{Nat} \rightarrow \text{Bool} \). The simplest thing to do would be to directly copy across \textit{inc}'s storage of the singleton arena \( \langle \alpha, w \rangle \) in \( \alpha' \):
But this is ill-defined, because the stored arena \( \langle \alpha, w \rangle \) has a global hole \( \alpha \) which is not a preceding O-hole in the top position, breaking the scope condition of Definition 5.4 of hypersequence (page 68). The only global hole permitted in a stored arena is \( \beta \), the O-hole at the beginning of the sequence.

To get around this problem, we use the fact that \( \alpha \) 'secretly' contains the arena \( \text{Bool} \) stored by \textit{even} on his first hypermove, although down in \( \text{Nat}' \rightarrow \text{Nat} \) this fact remains 'hidden' from \textit{inc}. More precisely, since the global hole \( \alpha \) of the arena \( \langle \alpha, w \rangle \) stored by \textit{inc} in \( \text{Nat}' \rightarrow \text{Nat} \) is the O-hole next to \( n_3 \), we consult the 'source' copy of \( \alpha \) next to the source \( n_2 \) of \( n_3 \), which stores the arena \( \text{Bool} \). Then we 'substitute \( \text{Bool} \)' for \( \alpha' \) in \( \langle \alpha, w \rangle \), i.e., we expand the arena \( \langle \alpha, w \rangle \) along the assignment \( \alpha \rightarrow \text{Bool} \). (Expansion, our game-theoretic analogue of the substitution of types for type variables, was defined on page 59.)

The singleton arena \( \langle \alpha, w \rangle \) is:

\[
\alpha
\]

and the arena \( \text{Bool} \), to be 'substituted' for \( \alpha \), is:
The result of the expansion is a ‘w-prefixed’ copy of \( \text{Bool} \):

\[
\begin{array}{c}
\beta' \\
\downarrow \\
1' \\
\end{array} \quad \begin{array}{c}
w1' \\
\downarrow \\
w0' \\
\end{array} \\
\]

which we shall refer to as \( w\text{Bool}' \). We store \( w\text{Bool} \) instead of \( \langle \alpha, w \rangle \) in the hole \( \alpha' \) of \( n' \) in \( \text{Nat} \rightarrow \text{Bool} \):

\[
\begin{array}{c}
\text{Nat} \rightarrow \text{Bool} \\
\downarrow \\
\text{Nat} \rightarrow \text{Bool} \\
\downarrow \\
\text{Nat} \rightarrow \text{Nat} \\
\end{array}
\]

This time the scope condition is satisfied, because \( w\text{Bool}' \) does not have any global holes at all, let alone a global hole distinct from the preceding \( \mathcal{O} \)-hole \( \beta \).
Since \( n' \) references \( \alpha' \) in \( \text{Nat} \rightarrow \text{Bool} \), we have to play an opening move on the contents \( w_{\text{Bool}}' \) of \( \alpha' \). From where do we obtain such a move?

The polymorphic arena \( w_{\text{Bool}}' \) is an ‘amalgamation’ of the two arenas \( \langle \alpha, w \rangle \) and \( \text{Bool} \). In \( \text{Nat} \rightarrow \text{Nat} \), \( \text{inc} \) has already played an opening action \( w \) on \( \langle \alpha, w \rangle \), and in \( \text{Nat} \rightarrow \text{Bool} \), \( \text{even} \) has already played an opening action \( b' \) on \( \text{Bool} \). So we ‘amalgamate’ the two actions \( w \) and \( b' \) and play the opening compound action \( w b' \) of \( w_{\text{Bool}}' \):

\[
\begin{array}{c}
\text{Nat} \rightarrow \text{Bool} \\
\beta \xrightarrow{\ast} b \\
\xrightarrow{\alpha'} \quad \xrightarrow{w_{\text{Bool}}' n'} \\
\quad w b'
\end{array}
\]

\[
\begin{array}{c}
\text{Nat} \rightarrow \text{Bool} \\
\beta \xrightarrow{\ast} b \\
\xrightarrow{\alpha} \quad \xrightarrow{\text{Bool} n} \\
\beta' \xrightarrow{\langle \beta, c \rangle} b' \\
\quad c
\end{array}
\]

\[
\begin{array}{c}
\text{Nat} \rightarrow \text{Nat} \\
\alpha \xrightarrow{\ast} n \\
\xrightarrow{\langle \alpha, w \rangle} n' \\
\quad w
\end{array}
\]

<table>
<thead>
<tr>
<th>action</th>
<th>( b_2 )</th>
<th>( n_3 )</th>
<th>( n_1' )</th>
<th>( w_1 )</th>
<th>( b_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>source</td>
<td>( b_1 )</td>
<td>( n_2 )</td>
<td>( n_3 )</td>
<td>( w_3 )</td>
<td>( b_2 )</td>
</tr>
</tbody>
</table>

As usual, we record the source of each transmitted action in the table underneath the interaction state, this time indicating that the occurrences of \( w \) and \( b' \) in the top position came from the occurrences of \( w \) and \( b' \) in the bottom and middle positions respectively.

The action \( w b' \) has a hole \( w b' \) in \( w_{\text{Bool}}' \), so we must find an arena to store in \( w b' \). From the definition of expansion, the reason that \( w b' \) has the hole \( w b' \) in \( w_{\text{Bool}}' \) is because \( b' \) has the hole \( \beta' \) in \( \text{Bool} \) (because we just ‘prefixed \( w \) onto \( \text{Bool} \)’ to get \( w_{\text{Bool}}' \)). So since \( \text{even} \) stored the singleton arena \( \langle \beta, c \rangle \) in \( \beta' \), we copy this and store \( \langle \beta, c \rangle \) in \( w b' \):
\[
\text{Nat} \rightarrow \text{Bool}
\]

\[
\beta \quad * \quad b \quad \alpha' \quad \text{w}_{\text{Bool}} \quad n' \quad \text{w}_{\beta'} \quad \langle \beta, c \rangle \quad w_{b'}
\]

\[
\text{Nat} \quad \rightarrow \quad \text{Bool}
\]

\[
\beta \quad * \quad b \quad \alpha \quad \text{Boo} \quad n \quad \beta' \quad \langle \beta, c \rangle \quad b' \quad c
\]

\[
\text{Nat} \quad \rightarrow \quad \text{Nat}
\]

\[
\alpha \quad * \quad n \quad \alpha' \quad \text{w}_{\alpha, w} \quad n' \quad \text{w}
\]

<table>
<thead>
<tr>
<th>action</th>
<th>(b_2)</th>
<th>(n_3)</th>
<th>(n_1')</th>
<th>(w_1)</th>
<th>(b_1')</th>
</tr>
</thead>
<tbody>
<tr>
<td>source</td>
<td>(b_1)</td>
<td>(n_2)</td>
<td>(n_3')</td>
<td>(w_3)</td>
<td>(b_2')</td>
</tr>
</tbody>
</table>

Still this does not complete a hypermove, because \(w_{b'}\) references the hole \(w_{\beta'}\), which contains the arena \(\langle \beta, c \rangle\) just stored. In the corresponding situation in \(\text{Nat} \rightarrow \text{Bool}\) of \(b'\) referencing \(\beta'\) after \text{even}'s move \(\langle \beta, c \rangle\) \(b'\), \text{even} played the opening move \(c\) of \(\langle \beta, c \rangle\). So we copy this behaviour up to \(\text{Nat} \rightarrow \text{Bool}\):
As usual, the source of the copied action is recorded in the table.

Suppose \( O \) responds in \( \text{Nat} \to \text{Bool} \) with the following two-move hypermove:
(In order to distinguish the new occurrences of actions and holes from those in the previous hypermove, we have placed ‘dots’ over them.) Following the standard first-order interaction protocol, we immediately transmit $z'$ to $\text{Nat'} \rightarrow \text{Nat}$ through the shared component $\text{Nat'}$:
\[
\text{Nat}' \rightarrow \text{Bool}
\]

\[
\alpha' \quad \text{nat} \rightarrow \text{sm}
\]

\[
\beta \quad \text{nat} \rightarrow \text{sm}
\]

\[
\text{Nat} \rightarrow \text{Nat}
\]

<table>
<thead>
<tr>
<th>action</th>
<th>(b_2)</th>
<th>(n_3)</th>
<th>(n'_1)</th>
<th>(w_1)</th>
<th>(b'_1)</th>
<th>(c_1)</th>
<th>(z'_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>source</td>
<td>(b_1)</td>
<td>(n_2)</td>
<td>(n'_3)</td>
<td>(w_3)</td>
<td>(b'_2)</td>
<td>(c_2)</td>
<td>(z'_1)</td>
</tr>
</tbody>
</table>

Now \(z'_1\) in the bottom position references the \(P\)-hole \(\alpha'\), which stores the arena \(\langle \alpha, w \rangle\), so we must find an opening move of \(\langle \alpha, w \rangle\). The original \(z'_3\) in the top position analogously referenced \(\alpha'\) in the top position, and \(O\) played \(\bar{w}b'\) on \(w\text{Boo}'\). This compound action \(\bar{w}b'\) includes (a copy \(\bar{w}\)) of the action \(w\) of \(\langle \alpha, w \rangle\), so we throw away the \(b'\) part and use \(\bar{w}\) as our opening action in the bottom position:
This completes a hypermove for $O$, since $\hat{w}b'$ references an $O$-hole (namely $\hat{w}b''$ in $w\text{Bool}$).

Referring to the winning positions of $\text{inc}$ (page 86), we see that $\text{inc}$ responds in $\text{Nat}' \rightarrow \text{Nat}$ as follows:

| action | $b_2$ | $n_3$ | $n_1'$ | $w_1$ | $b'_1$ | $c_1$ | $z'_3$ | $\hat{w}_3$
|--------|-------|-------|--------|-------|--------|-------|--------|--------
| source | $b_1$ | $n_2$ | $n_3$ | $w_3$ | $b'_2$ | $c_2$ | $z'_1$ | $\hat{w}_1$ |
**Nat' → Bool**

\[
\begin{array}{ccc}
\text{\beta}_* \ b & \overset{\text{w}_\text{Boo}'} \longrightarrow & n' \\
& & z' \\
\end{array}
\]

\[
\begin{array}{cc}
w\beta' & w\beta' \\
\langle \beta, c \rangle & \ast \ast \ w\beta'
\end{array}
\]

\[c\]

**Nat → Bool**

\[
\begin{array}{ccc}
\text{\beta}_* \ b & \overset{\text{Boo}'} \longrightarrow & n \\
& & \beta' \\
& & \langle \beta, c \rangle \\
& & \gamma' \\
\end{array}
\]

\[c\]

**Nat' → Nat**

\[
\begin{array}{ccc}
\alpha \ n & \overset{\text{\alpha}'} \longrightarrow & n' \\
& & z' \\
\end{array}
\]

\[
\begin{array}{ccc}
w & \overset{\text{\alpha}_* \ n} \longrightarrow & \langle \alpha, w \rangle \\
& & \langle \alpha, w \rangle' \\
& & z' \\
& & s \\
\end{array}
\]

\[
w & \overset{\hat{w}} \longrightarrow & \hat{w}
\]

<table>
<thead>
<tr>
<th>action</th>
<th>b₂</th>
<th>n₃</th>
<th>n₁'</th>
<th>w₁</th>
<th>b₁'</th>
<th>c₁</th>
<th>z₁'</th>
<th>w₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>source</td>
<td>b₁</td>
<td>n₂</td>
<td>n₃'</td>
<td>w₃</td>
<td>b₂'</td>
<td>e₂</td>
<td>z₂'</td>
<td>w₁</td>
</tr>
</tbody>
</table>

The standard first-order protocol applies, transmitting \( s \) across to \( \text{Nat} \rightarrow \text{Bool} \) through the shared component \( \text{Nat} \):
However, unlike its source, the transmitted copy of \( s \) does not complete a hypermove for \( O \) on \( \text{Nat} \rightarrow \text{Bool} \), since in \( \text{Nat} \rightarrow \text{Bool} \), \( s \) references the earlier \( P \)-hole \( \alpha \), which contains \( \text{Bool} \). We copy across the occurrence \( \hat{b}' \) of \( b' \) just played by \( O \) in the top position as part of the compound action \( \hat{w} \hat{b}' \) in \( w \text{Bool}' \), and ‘hide’ the stored arena \( \langle \beta, c \rangle \):
This completes a hypermove for $O$, since $\tilde{b}'$ references an $O$-hole, namely $\tilde{b}'$ in $\text{Bool}'$.

Now it is $\text{even}$ to move. Consulting $\text{even}'$'s table of winning positions, we obtain the following response:
The standard first-order protocol transmits the first action $a$ through the component $\text{Nat}$ shared with $\text{Nat}' \to \text{Nat}$.
This immediately completes a hypermove for \( O \) against \( \text{inc} \), because in the bottom position \( a \) references an \( O \)-hole, namely the \( O \)-hole \( \alpha \) of the first move.

The response of \( \text{inc} \), as determined by its ‘cribsheet’, is:
The standard first-order protocol transmits the $P$-action $z$ through the component $\text{Nat}$ shared with $\text{Nat} \rightarrow \text{Bool}$, to arrive there as an $O$-action:
Since $z$ references $\alpha$, which stores $\textbf{Bool}'$, we have to find an opening move of $\textbf{Bool}'$. The interaction algorithm plays this move by \textit{copycat}, as follows. Since \textit{inc} played the original $z$ in the bottom position subject to the copycat constraint, we know that in the bottom position $\alpha$ references the same hole as $z$, namely the hole $\alpha$ of the first move $n$. So correspondingly, because the moves $n, s, a, z$ were transmitted up and down between the middle and bottom positions through the shared component $\textbf{Nat}$, we know that the same is true of the middle position: $a$ references the same hole $\alpha$ of $z$. Hence \textit{even} must just have played an opening action of $\textbf{Bool}'$ underneath $a$. We take this opening action $\bar{b}'$ and open a fresh ‘copycat thread’ inside $\textbf{Bool}'$ by copying it as an $O$-action $\bar{b}$ underneath $z$, and we ‘hide’ the stored arena $\langle \bar{b}', d \rangle$ (For distinguishability, we have ‘\texttt{\textbar}’-ed the new occurrences of $\beta'$ and $b'$.)
This completes a hypermove for $O$, since $b'$ references an $O$-hole, namely its own hole $\tilde{b}'$. This is the first instance of an action that arose as a copy of a move from within the same position, rather than as a copy transmitted from one of the other positions. Nothing resembling this happens in first-order/\(\lambda\)-calculus interaction. We call such an action a copycat action, and think of \textit{even} as having been made to ‘play a move against himself’. As usual, we record the source of $b'$ in the table.

Now it is \textit{even}'s turn to play in $\text{Nat} \to \text{Bool}$. However, the hypersequence is not a position, because $z'$s justification pointer does not target the previous $O$-move, violating condition 2 of the definition of position (page 72). In order to obtain a response from \textit{even}, we precede exactly as we did in the first-order case (page 40), and ‘force’ the hypersequence to be a position by ‘hiding’ all the hypermoves between the source and target of the latest pointer:
Looking up this ‘view’ in even’s set of winning positions, we obtain the following response:
which, after restoring the hidden moves, gives
The action $1'$ in $\text{Bool}$ is justified by $\bar{b}'$, which was a copycat action. Accordingly, we ‘continue to copycat’ by playing a copy $\bar{b}'$ of $1'$ justified by the source $\bar{b}'$ of $\bar{b}'$, and at the same time we ‘copycat’ across the action $d$: 
\textbf{Nat} \rightarrow \textbf{Bool}

\[ \beta \cdot b \quad \alpha' \quad w_{\text{Bool}} \cdot n' \quad z' \]

\[ \langle \beta, c \rangle \cdot w_{b'} \quad \langle \beta', d \rangle \cdot \hat{w}_{b'} \]

\textbf{Nat} \rightarrow \textbf{Nat}

\[ \alpha \cdot n \quad \alpha' \quad n' \quad z' \quad s \quad a \quad z \]

\[ w \quad \hat{w} \]

<table>
<thead>
<tr>
<th>action</th>
<th>$b_2$</th>
<th>$n_3$</th>
<th>$n'_1$</th>
<th>$w_1$</th>
<th>$b'_1$</th>
<th>$c_1$</th>
<th>$z'_3$</th>
<th>$w_3$</th>
<th>$s_2$</th>
<th>$b'_2$</th>
<th>$a_3$</th>
<th>$z_2$</th>
<th>$b'_2$</th>
<th>$l'_2$</th>
<th>$d_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>source</td>
<td>$b_1$</td>
<td>$n_2$</td>
<td>$n'_3$</td>
<td>$w_3$</td>
<td>$b'_2$</td>
<td>$c_2$</td>
<td>$z'_1$</td>
<td>$w_1$</td>
<td>$s_3$</td>
<td>$b'_3$</td>
<td>$a_2$</td>
<td>$z_3$</td>
<td>$b'_3$</td>
<td>$l'_2$</td>
<td>$d_2$</td>
</tr>
</tbody>
</table>

Again, we turn the hypersequence into a position by hiding the moves that lie between the source and target of the latest justification pointer:
Looking up the view in even's set of winning positions, we obtain the following response:
The action $\gamma'$ is justified by $\ddot{b}'_2$ whose source is $\dot{b}'_1$, so we transmit $\gamma'$ to the top position, justified by (the compound move $\dot{w}b'$ containing) $\ddot{b}'_1$: 
6.1. The interaction algorithm

In this section we formalise the algorithm that governed the interaction of the introductory example. The algorithm is presented in subsection 6.1.9. First, in subsections 6.1.1–6.1.8, we introduce some auxiliary definitions: views and plays, interaction states, live atomic actions and live atomic enabling, holes of live atomic actions, match, source, lookup and full expansion, and well-formedness of interaction states.

We record the source of $0'$ in the table\(^2\). Now the interaction is over, because $\bar{w}0'$ is a leaf. So the combined efforts of even and inc have achieved victory in $\text{Nat}' \rightarrow \text{Bool}$. Notice that this winning position is the top winning position of the winning strategy $\text{odd}: \text{Nat}' \rightarrow \text{Bool}$ displayed in Figure 5.7, as one would hope.

\(^2\)For technical reasons, it turns out that the ‘prefix’ $\bar{w}$ is simply ‘copied forward’ as $\bar{w}$, and this fact is not recorded as part of the source table. This is because $\bar{w}$, although an atomic action of a compound action, is what we call a dead atomic action (defined in section 4.4.2).
6.1.1 Views and plays

The definition below is motivated by the situations on pages 117 and 121, in which anomalous O-pointers forced us to restrict P’s ‘view’ of the hypersequence. Given hypermoves μ, ν of a hypersequence s, write μ∗ν if the justifier of the first move of ν is in μ, and say that μ justifies ν. We recall (McCusker’s [McC96a] variant of) Hyland/Ong and Nickau’s notion of the view of a justified sequence, adapted to our hypersequence setting.

**Definition 6.2** The view of a hypersequence h = (s, ∩) is defined by induction on the length of s as follows:

\[ r\epsilon^n = \epsilon \]
\[ r_{s_1s_2\nu}^n = r_{s_1\mu}^{n+1} \] if \( p(\nu) = O \) and \( \mu \cap \nu \)
\[ r_{s_1\nu}^n = \nu \] if \( p(\nu) = O \) and \( \nu \) is unjustified
\[ r_{s_1\gamma}^n = r_{s_1\gamma}^n \] if \( p(\nu) = P \)

The graph of ∩ on the view is defined as the restriction of ∩ from the original hypersequence s.

The justification graph of the view \( r^h \) may turn out to be a partial function rather than a function, because some of the targets of the pointers may become deleted. So \( r^h \) need not be a hypersequence. Similarly, some of the O-holes referenced by stored arenas may become deleted. The following definition yields a class of hypersequence whose view will be free of such ‘dangling pointers’.

**Definition 6.3** A play is a well-formed hypersequence h = (s, ∩) of a polymorphic arena A satisfying the following conditions.

1. If the first move m of a hypermove μ is an opening move, i.e., if m is unjustified, then m is an O-move located in A.

2. Justifier visibility. The justifier of every P-move is in the view: if \( s = s_1s_2\nu s_3 \), \( p(\nu) = P \) and \( \mu \cap \nu \), then \( \mu \in r_{s_1s_2}^n \).

3. Reference visibility. The global references of every polymorphic arena stored by P are amongst the O-holes of the view: if \( s = s_1s_2 \), \( p(\mu) = P \), \( m \in \mu \), and \( \alpha \in Hol(m) \), then \( Hol^{\text{store,}(\alpha)} = H + \beta \in O\text{Hol}(r^s) : \beta < m \). (This is a refinement of the scope condition of Definition 5.5 of well-formed hypersequence.)

We write \( \text{Plays}(A) \) for the set of plays of A.

The second condition is adapted from Hyland/Ong. The next two lemmas, though trivial, will turn out to be very useful later.

**Lemma 6.4** Let h be a hypersequence. If h is a play, then the view \( r^h \) of h is a position.

**Proof** A simple induction on the length of h. The view \( r^h \) satisfies the copycat condition because (unwinding the definition of view) \( r_{s\mu}^n = s^\mu \nu \) whenever \( p(\nu) = P \).

**Lemma 6.5** Suppose \( p \in \text{Plays}(A) \) and \( \mu \) is a P-hypermove such that \( r^p\mu \in Pos(A) \), with justification pointer targeting some O-move m in \( r^p \). Then \( \mu \in Pos(A) \).
6.1. THE INTERACTION ALGORITHM

Proof The target \( m \) of the justification pointer is in "\( p \)", as are the references, hence \( p \mu \) satisfies the visibility conditions.

\[ \square \]

6.1.2 Interaction states

We formalise the interaction states of the illustrative example of interaction at the beginning of the chapter. First we formalise the notion of 'hypersequence with gaps' that was used in the example.

**Definition 6.6** A **timestamped** hypersequence \((s, \sqcap, T)\) is a hypersequence \((s, \sqcap)\) together with an assignment \( T : s \to \mathbb{N}^+ \), such that for all hypermoves \( \mu, \nu \in s \), if \( \mu < \nu \) then \( T(\mu) < T(\nu) \).

The three hypersequences in the motivating interaction example earlier are each timestamped: the timestamp of a hypermove is the index of its column, counting from left to right. Given two timestamped hypersequences \((s, \sqcap, T_s)\) and \((t, \sqcap, T_t)\) and hypermoves \( \mu, \nu \in s + t \), write \( \mu \preceq \nu \) for \( T(\mu) < T(\nu) \) and \( \mu \preceq \nu \) for \( T(\mu) \leq T(\nu) \), where here each occurrence of \( T \) is \( T_s \) or \( T_t \) as appropriate. Given moves \( m \) of \( \mu \) and \( n \) of \( \nu \), we write \( m \prec n \) if and only if \( \mu \prec \nu \) and write \( m \preceq n \) if and only if \( \mu \preceq \nu \). So \( m \prec n \) means "\( m \) is in a column strictly preceding the column containing \( n \)". The length \(|(s, \sqcap, T)|\) of a timestamped sequence \((s, \sqcap, T)\) is 0 if \( s \) is empty, otherwise the timestamp of the last hypermove of \( s \).

Note that the length of \((s, \sqcap, T)\) may be strictly greater than the length \(|s|\) of \( s \), because of 'gaps'.

Given an arena \( D \) with global holes \( H + H_1 \) and a function \( \text{rename} : H_1 \to H_2 \) (a 'renaming' of some of the global holes), define the arena \( \text{rename}(D) \) with global holes \( H + H_2 \) in the obvious way, i.e.,

\[
\text{ref}_{\text{rename}(D)}(a) = \begin{cases} 
\text{rename}(\text{ref}_D(a)) & \text{if } \text{ref}_D(a) \in H_1 \\
\text{ref}_D(a) & \text{otherwise}
\end{cases}
\]

**Definition 6.7** Given polymorphic arenas \( A, B, C \) over a set of global holes \( H \), an interaction state \( \rho = (p, q, r, \text{next}) \) of \( A, B \) and \( C \) consists of:

1. A timestamped position \( p \) of \( A \Rightarrow C \);
2. A timestamped play \( q \) of \( B \Rightarrow C \);
3. A timestamped play \( r \) of \( A \Rightarrow B \);
4. A 'control' \( \text{next} \in \{1, 2, 3\} \) such that:
   a. If \( \text{next} = 1 \) then in \( p \) it is \( O \) to play \( \text{next} \).
   b. If \( \text{next} = 2 \) then in \( q \) it is \( P \) to play \( \text{next} \).
   c. If \( \text{next} = 3 \) then in \( r \) it is \( P \) to play \( \text{next} \).

Every polymorphic arena \( D \) stored by \( P \) in \( p \) is required to be either:

1. A polymorphic arena stored by \( P \) in \( q \) or \( r \), expanded repeatedly by polymorphic arenas stored by \( P \) in \( q \) or \( r \). Formally,

\[
D = \text{rename}(\phi_k^* (\ldots (\phi_1^* (\psi(\alpha)) \ldots))),
\]

for $\alpha$ a hole of a $P$-move $m = (E, \psi, \alpha)$ of $q$ or $r$, assignments $\phi_1, \ldots, \phi_k$ with 
\[ \operatorname{im}(\phi_i) \subseteq \operatorname{im}(\operatorname{store}_q) \cup \operatorname{im}(\operatorname{store}_r), \]

and 
\[ \text{rename} : \operatorname{OHol}(q) + \operatorname{OHol}(r) \to \operatorname{OHol}(p). \]
(Note that since $D$ is stored in $p$, it must have global holes $H + \operatorname{OHol}(p)$, and by definition of the expansions, $\phi_k^*(...(\phi_1^*(\psi(\alpha)))...) \text{ has global holes } H + \operatorname{OHol}(q) + \operatorname{OHol}(r)$, hence the renaming function.)

2. A singleton arena $\langle \alpha, \bullet \rangle$ with the distinguished action $\bullet$ (called the dummy action) referencing a previous $O$-hole $\alpha$ of $p$. (In our motivating inc/even example we did not come across any dummy actions. For a preview of dummy actions, look to pages 150 or 153.) We assume that $\bullet$ is not an action of $A$, $B$ or $C$, so in particular $\bullet$ does not occur as a depth 1 action of $p$, $q$, or $r$. Furthermore, by convention we shall assume that $\bullet$ is not an action of any stored arena other than one of the $\langle \alpha, \bullet \rangle$.

We write $\operatorname{Int}(A, B, C)$ for the set of interaction states of $A$, $B$, and $C$. The length $|\rho|$ of $\rho$ is $\max\{|p|, |q|, |r|\}$, i.e., zero if each of $p$, $q$, and $r$ is empty, otherwise the maximum of $T(\mu)$ as $\mu$ ranges over all the hypermoves of $\rho$.

Each picture in the interaction of even and inc earlier is an interaction state, with $A = \text{Bool}$, $B = \text{Nat}$ and $C = \text{Nat}'$, and with $p$, $q$, and $r$ as the top, middle and bottom hypersequences respectively. The function of next is to indicate at every step of the interaction which of the hypersequences $p$, $q$, or $r$ has control, i.e., which of the three hypersequences is about to be extended by a hypermove.

Recall our convention that for any action $a$ (resp. hole $\alpha$) appearing in the interaction, we use a subscript 1, 2, or 3 in order to indicate an occurrence of $a$ (resp. $\alpha$) in the top, middle, or bottom hypersequence. The polymorphic arena $w\text{Bool}$ stored by $P$ in $p$ is the expansion of the arena $\langle \alpha_3, w \rangle$ stored in $r$, along the assignment $\alpha_3 \to \text{Bool}$ ($k = 1$ in condition 1 above), followed by the renaming of $\beta_2$ to the corresponding occurrence $\beta_1$ of $\beta$ in the top hypersequence. The polymorphic arena $\langle \beta_1, c \rangle$ stored by $P$ in $p$ is the ‘zero-step’ expansion of the arena $\langle \beta_2, c \rangle$ stored in the second hypermove of $q$ ($k = 0$ in condition 1 above), again followed by the renaming of $\beta_2$ to $\beta_1$.

### 6.1.3 Live atomic actions and live atomic justification

By condition 1 of the definition of interaction state above, given an interaction state $\rho = (p,q,r,\text{next})$, the location of every action $d$ of $p$ will be (the renaming of) a repeatedly expanded arena $\phi_k^*(...(\phi_1^*(\psi(\alpha)))...)$. Hence, by definition of repeated expansion (Definition 4.2, and section 4.4.3), every action $d \in \text{act}(p)$ is a compound action
\[ d = b_0[A_1]n_1[A_2]n_2[...n_k[A_k]] \]

where

\[ b_0 \in \text{Act}_{\psi(\alpha)} \]
\[ n_i \in \text{trails}_{\phi_i}(b_0[A_1]n_1[A_2]n_2[...n_{i-1}[A_{i-1}]] \]
\[ [b_i] = \begin{cases} e & \text{if } \text{ref}_{A_{i-1}}(b_0[A_1]n_1[A_2]n_2[...n_{i-1}[A_{i-1}]] \notin \text{dom}(\phi_i) \\ b_i \in \text{Act}_{B_i} & \text{otherwise, where } B_i := \phi_i(b_0[A_1]n_1[A_2]n_2[...n_{i-1}[A_{i-1}]]). \end{cases} \]
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(The above is simply cut-and-pasted from section 4.4.3, with $\psi(a)$ in place of $A_0$.) In particular every atomic action $a$ of $d$ (i.e., $b$, non-empty $[b]$ or an element of one of the $\eta_i$) is located in an arena stored by $P$ in $g$ or $r$, because (by condition 1 of the definition of interaction state) $B_1 \in \text{im}(\phi_1)$ is an arena stored by $P$ in $g$ or $r$. Write $\loc(a)$ for this location. In the degenerate case that $d = \bullet$, the distinguished action of a singleton arena $\langle a, \bullet \rangle$, define $\loc(\bullet) = \text{Loc}(\bullet) = \langle a, \bullet \rangle$.

Write $\act(p)$ for the sequence of atomic actions underlying $\act(p)$. For example, with $p$ the top hypersequence of the illustrative interaction example on page 123, $\act(p) = \text{bn}(w)_c z'(wc) (w_0')$ and $\act(p) = \text{bn}(w) c' z' c w_0'$. Write $O\act(p)$/$P\act(p)$ for the subsequences of atomic $O/P$-actions respectively. By convention, take all actions of $q$ and $r$ to be atomic, and define the atomic actions of $p$ to be $\act(p) = \act(p) + \act(q) + \act(r)$.

Define $\text{act}(p)$ to be the subsequence of $\act(p)$ consisting of the live atomic actions. By convention take every action of $q$ and $r$ to be live atomic, and define the live atomic actions of $p$ to be $\text{act}(p) = \text{act}(p) + \act(q) + \act(r)$. In order to maintain the consistency of the ‘overline’ notation, given a live atomic action $a \in \text{act}(p)$, we write $\overline{\text{act}}(a)$ for its location $\loc(a)$. Write $\text{act}^{op}(p)$ and $\text{act}^{cont}(p)$ for the subsequences of $\text{act}(p)$ consisting of the live atomic opening- and continuation actions respectively, and write $\text{act}^{op}(p)$ and $\text{act}^{cont}(p)$ for the subsequences of $\text{act}(p)$ consisting of the $O$- and $P$ live atomic actions respectively.

Define live atomic justification

$$\overline{\text{act}} : \text{act}^{cont}(p) \to \text{act}(p)$$

to correspond to $\rightarrow : \text{act}^{cont}(p) \to \text{act}(p)$ as follows: set $a \rightarrow b$ whenever $a$ is a live atomic action of $d$, $b$ is a live atomic action of $e$, $d \rightarrow e$, and $a \vdash b$ is the live atomic enabling behind $d \vdash e$. (Live atomic labelling was defined in section 4.4.2, page 61.) For example, on page 123, in the top hypersequence, $b_0 \rightarrow c_0 w'$ is the live atomic enabling behind $w_0 \vdash w'$. (So $w$ just ‘comes along for the ride’ as a ‘prefix-tag’.) Note that (as sets of pairs, i.e., graphs of functions) $\overline{\text{act}}$ and $\rightarrow$ are in bijection, since every enabling of compound actions is due to exactly one live atomic enabling. Define $\overline{\overline{\text{act}}} : \text{act}^{cont}(p) \to \text{act}(p)$ as the extension of $\overline{\text{act}} : \text{act}^{cont}(p) \to \text{act}(p)$ with $\rightarrow : \text{act}^{cont}(q) \to \text{act}(q)$ and $\rightarrow : \text{act}^{cont}(r) \to \text{act}(r)$.

6.1.4 Holes of live atomic actions

For any atomic action $a \in d = b_0[\eta_1] [b_1] \eta_2[b_2] \cdots \eta_k[b_k]$ of $p$ as in the previous subsection (i.e., with $b_0$, $\eta_i$, and $[b_i]$ page 126) define $\zeta_a^d$ as the subsequence of $d$ strictly preceding $a$ and $\zeta_a^d$ as the subsequence of $d$ strictly following $a$, i.e., $d = \zeta_a^d a \zeta_a^d$. Then, unwinding the definition of the holes of a compound action $d$ (Definition 4.2, page 59),

$$\text{Hol}(d) = \bigcup_{\text{live } a \in d} \{ \zeta_a^d a \zeta_a^d : a \in \text{Hol}_{B_1}(a) \}$$

where the range “live $a \in d$” means “live atomic actions $a$ of $d$”. For each live atomic action $a$ of $d$, define

$$\text{Hol}(a) = \{ \zeta_a^d a \zeta_a^d : a \in \text{Hol}_{B_1}(a) \}$$

i.e.,

$$\text{Hol}(a) = \{ \zeta_a^d a \zeta_a^d : a \in \text{Hol}_{\overline{\text{act}}}(a) \}$$

Thus

$$\text{Hol}(d) = \bigcup_{\text{live } a \in d} \text{Hol}(a),$$
and since the union is disjoint,

\[ Hol(d) = \sum_{a \in d} Hol(a). \]

By definition

\[ Hol(p) = \sum_{d \in act(p)} Hol(d), \]

so

\[ Hol(p) = \sum_{a \in act(p)} Hol(a). \]

For example, in the top hypersequence (position) \( p \) of the example at the beginning of the chapter (page 123), \( Hol(b) = \{ \beta \} \), \( Hol(n') = \{ \alpha' \} \), \( Hol(w) = \emptyset \), \( Hol(\beta') = \{ w \beta' \} \), \( Hol(z') = \emptyset \), \( Hol(\bar{w}) = \emptyset \), \( Hol(\bar{b}) = \emptyset \), and \( Hol(p) = \{ \beta, \alpha', w \beta', \bar{w} \beta' \} \).

### 6.1.5 Match

In the motivating interaction presented at the beginning of the chapter, the ‘sent’ and ‘received’ copies of an action were ‘the same’. We formalise ‘the same’ in the definition below. The depth 1 case appears complicated at first sight, but it is just the obvious bookkeeping associated with the fact that in a function space \( D \Rightarrow E \) there are multiple copies of \( D \). Write an action \( (c, b) \in Act_B^{op} \times Act_B \Rightarrow Act_B \Rightarrow C \) as \( b_c \), with the idea that \( (c, b) \) is a copy of \( b \) ‘tagged’ with \( c \). Given an atomic action \( a \) of a compound action \( d \) of \( \rho \), define \( depth(a) = depth(d) \).

**Definition 6.8** Live atomic actions \( e \neq \bullet \) and \( e' \neq \bullet \) of an interaction state \( \rho = (p, q, r, next) \) of \( int_0(A, B, C) \) **match**, denoted \( e \sim e' \), if either of the following conditions hold:

1. \( depth(e) > 1 \), \( depth(e') > 1 \), \( \text{int}(e) = \text{int}(e'), \) and \( e = e' \) in \( Act_{\text{int}(a)} \). In other words, \( e \) and \( e' \) are occurrences of the same action.

2. \( depth(e) = depth(e') = 1 \) and, with \( a, b, c \) ranging over \( Act_A, Act_B, Act_C \) respectively,
   - \( e \in p, e' \in q, e = c \in Act_{A \Rightarrow C}, \) and \( e' = c \in Act_{B \Rightarrow C} \); or
   - \( e \in q, e' \in r, e = b_c \in Act_{B \Rightarrow C}, \) and \( e' = b \in Act_{A \Rightarrow B} \); or
   - \( e \in p, e' \in r, e = a_c \in Act_{A \Rightarrow C}, \) and \( e' = a_b \in Act_{A \Rightarrow B} \); or
   - any of the above three cases with \( e \) and \( e' \) exchanged.

The depth 1 case (case 2) is familiar in first-order (i.e. \( \lambda \)-calculus) interaction. For example in the following typical interaction:

\[
\begin{align*}
A \Rightarrow C & \quad c \quad a_c \\
B \Rightarrow C & \quad c \quad b_c \\
A \Rightarrow B & \quad b \quad a_b
\end{align*}
\]
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The two copies of $c$ (one in $A \Rightarrow C$ and the other in $B \Rightarrow C$) match; $b_c \in B \Rightarrow C$ and $b_c \in A \Rightarrow B$ match; $a_b \in A \Rightarrow B$ and $a_c \in A \Rightarrow C$ match.

Note that in the example interaction at the beginning of the chapter we judiciously renamed the actions of $\text{Nat} \rightarrow \text{Bool}, \text{Nat} \rightarrow \text{Bool}$, and $\text{Nat} \rightarrow \text{Nat}$ in order to avoid ‘subscript tags’ (such as $c$ in $b_c$ or $a_c$). So in all cases the matching of a ‘sent’ and ‘received’ live atomic action reduced simply to ‘having the same name’. Examples of match in the interaction state of page 123 include any of the pairs in the action-source table underneath the picture, e.g. $b_2 \sim b_1$ (an instance of condition 2, modulo the judicious renaming), and $w_1 \sim w_3$ (an instance of condition 1).

An important fact used in the interaction algorithm is that the sets of holes associated with matched live atomic actions are isomorphic. This will allow us to pass stored arenas back and forth between the corresponding holes during interaction (modulo possible expansion of the stored arenas on their way into the top hypersequence).

**Lemma 6.9** For all live atomic actions $a, a' \in \mathcal{P}\mathcal{A}(p)$, if $a \sim a'$ then $\text{Hol}(a) \cong \text{Hol}(a')$.

**Proof** Direct from Definition 6.8 of match and the definition of $\text{Hol}(a)$ in section 6.1.4. Note in particular that by definition of match, for $b_c \in \text{Act}_{A \Rightarrow B}$, $\text{Hol}_{A \Rightarrow B}(b_c) \cong \text{Hol}_B(b)$; and for $a_c \in \text{Act}_{A \Rightarrow C}$, $\text{Hol}_{A \Rightarrow C}(a_c) \cong \text{Hol}_A(a) \cong \text{Hol}_{A \Rightarrow B}(a_b)$.

### 6.1.6 Source

We formalise the source depicted underneath each of the interaction states in the motivating interaction example.

**Definition 6.10** A **sourced interaction state** $(p,q,r,\text{next},\text{source})$ is an interaction state $(p,q,r,\text{next})$ together with a partial function

$$\text{source} : \mathcal{P}\mathcal{A}(p) + \mathcal{O}(q) + \mathcal{O}(r) \rightarrow \mathcal{O}(p) + \mathcal{P}(q) + \mathcal{P}(r)$$

assigning a **source** to each of the live atomic actions $a$ in its domain, such that

- **source**(a) if and only if $a = \bullet$, the distinguished dummy action.
- **source**(a) $\sim a$, i.e., every action matches its source.
- **source**(a) $\prec a$, i.e., the source of an action is in a (non-strictly) preceding column of the interaction state.

If **source**(a) then a (where necessarily a = $\bullet$) is a **dummy** action; if **source**(a) is in the same hypersequence as $a$, $a$ is a **copycat** action; otherwise $a$ is a **transmitted** action.

$\text{Int}_s(A,B,C)$ denotes the set of sourced interaction states of $A, B$, and $C$.

In the example interaction state of page 123, the graph of the source was shown in the table underneath the interaction state. (In that particular example we did not come across any dummy actions.) Note that, because of the typing of **source**, if $a$ is a copycat action then the condition **source**(a) $\prec a$ becomes strict, i.e., **source**(a) $\preceq a$.

**Lemma 6.11** For all live atomic actions $a \in \mathcal{P}\mathcal{A}(p)$, $\text{Hol}(a) \cong \text{Hol}(\text{source}(a))$. 
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**Proof** Immediate from Lemma 6.9, since by definition of source, \( source(a) \sim a \).

Extend

\[
source : P_\text{act}(p) + O_\text{act}(q) + O_\text{act}(r) \rightarrow O_\text{act}(p) + P_\text{act}(q) + P_\text{act}(r)
\]

to holes, by defining

\[
source : P_\text{Hol}(p) + O_\text{Hol}(q) + O_\text{Hol}(r) \rightarrow O_\text{Hol}(p) + P_\text{Hol}(q) + P_\text{Hol}(r)
\]

via the isomorphism \( Hol(a) \cong Hol(source(a)) \) of Lemma 6.9 just above. In other words, for every live atomic action \( a \) in the domain of \( source \), writing \( f_a : Hol(a) \cong Hol(source(a)) \) for the isomorphism, define \( source(\alpha) = f(\alpha) \in Hol(source(a)) \) for each hole \( \alpha \in Hol(a) \).

Following the convention that \( \alpha_1, \alpha_2, \alpha_3 \) mean respectively occurrences of the hole \( \alpha \) in the top, middle, or bottom hypersequence, the \( source \) table on holes of the \textit{inc/even} example (page 123) is

<table>
<thead>
<tr>
<th>hole</th>
<th>( \beta_2 )</th>
<th>( \alpha_3 )</th>
<th>( \alpha'_3 )</th>
<th>( w' \beta'_1 )</th>
<th>( \beta'_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>source</td>
<td>( \beta_1 )</td>
<td>( \alpha_2 )</td>
<td>( \alpha'_2 )</td>
<td>( \beta'_2 )</td>
<td>( w' \beta'_1 )</td>
</tr>
</tbody>
</table>

Note that, on holes, \( source \) is total, because \( Hol(\bullet) = \emptyset \) always.

6.1.7 Lookup and full expansion

We define a form of repeated expansion of arenas stored in the plays \( q \) or \( r \) of a sourced interaction state \( \rho = (p,q,r,next,source) \) which is crucial for the definition of the interaction algorithm in the next section.

A motivating example is the expansion of the singleton arena \( \langle \alpha,w \rangle \) in the illustrative example of interaction at the beginning of the chapter. First we 'looked up the hidden contents' \( \text{Boof} \) of \( O \)'s first hole \( \alpha \) of the \( \text{Nat} \rightarrow \text{Boof} \) play, and then (page 102) performed the expansion of the singleton arena \( \langle \alpha,w \rangle \) by the assignment \( \alpha \mapsto \text{Boof} \).

We begin with a formal notion of 'look up the hidden contents' of an \( O \)-hole.

**Definition 6.12** Let \( \rho = (p,q,r,next,source) \) be a sourced interaction state. Define

\[
lookup : O_\text{Hol}(q) + O_\text{Hol}(r) \rightarrow O_\text{Hol}(p) + P_\text{A}
\]

on \( \alpha \in O_\text{Hol}(q) + O_\text{Hol}(r) \) by

\[
lookup(\alpha) = \begin{cases} 
\text{store}(source(\alpha)) \in P_\text{A} & \text{if } source(\alpha) \in P_\text{Hol}(q) + P_\text{Hol}(r) \\
\text{source}(\alpha) & \text{if } source(\alpha) \in O_\text{Hol}(p)
\end{cases}
\]

In case 1, we are 'looking up the hidden contents of \( \alpha \)' by going back to the source \( P \)-move. In the illustrative example earlier, we found \( \text{Boof} \) this way when we constructed \( w\text{Boof} \) (page 102). In case 2, there are no 'hidden contents' because the move containing the hole originated from an \( O \)-move in \( p \).

On page 102, having 'looked up the hidden contents' \( \text{Boof} \) of \( \alpha \), we then expanded the singleton arena \( \langle \alpha,w \rangle \) by the assignment \( \alpha \mapsto \text{Boof} \), modifying \( \langle \alpha,w \rangle \) in order to make it a viable stored arena of the top sequence \( p \). This idea is formalised in the definition below. Given a set holes \( G \) of \( \rho \), denote by \( G^{<i} \) the subset of \( G \) consisting of holes with timestamp strictly less than \( i \).
Definition 6.13 Let \( p = (p, q, r, \text{next}, \text{source}) \) be a sourced interaction state. Then given an arena \( D \) stored in a \( P \)-hole \( \alpha \in P\ho{q} + P\ho{r} \), say \( \text{store}(\alpha) = D \) for \( \alpha \) a hole of \( n \in P\text{mov}(p) \), define the full expansion \( D^* \) of \( D \), with global holes

\[
\ho_{D^*} \subseteq H + O\ho{p}^{<T(n)}
\]

(i.e., with global holes amongst \( H \) or the \( O \)-holes of \( p \) preceding \( n \)) as follows.

By the scope condition of Definition 6.3 of play,

\[
\ho_{D^*} \subseteq H + O\ho{s}^{<T(n)}
\]

where \( s \) is \( q \) or \( r \) according as \( \alpha \in P\ho{q} \) or \( \alpha \in P\ho{r} \). In other words, the global holes of \( D \) are either global holes of the whole interaction (members of \( H \)), or are earlier \( O \)-holes of the play (\( q \) or \( r \)) containing \( D \).

Define

\[
\begin{align*}
p\ho{q} &= \{ \beta \in O\ho{q} : \text{source}(\beta) \in O\ho{p} \} \\
p\ho{r} &= \{ \beta \in O\ho{r} : \text{source}(\beta) \notin O\ho{p} \}
\end{align*}
\]

Since

\[
\ho_{D^*} \subseteq H + O\ho{s}^{<T(n)}
\]

we have

\[
\ho_{D^*} \subseteq H + O\ho{q}^{<T(n)} + O\ho{r}^{<T(n)}
\]

hence

\[
\ho_{D^*} \subseteq H + p\ho{q}^{<T(n)} + p\ho{r}^{<T(n)}
\]

\[
+ \ p\ho{q}^{<T(n)} + \ p\ho{r}^{<T(n)}
\]

Define the partial function

\[
\\text{lookup} : O\ho{q} + O\ho{r} \to \mathbb{P}\mathbb{A}
\]

in the canonical way from the function

\[
\\text{lookup} : O\ho{q} + O\ho{r} \to O\ho{p} + \mathbb{P}\mathbb{A}
\]

of Definition 6.12, i.e., \( \text{lookup}(\alpha) = \text{lookup}(\alpha) \) if \( \text{lookup}(\alpha) \in \mathbb{P}\mathbb{A} \), and \( \text{lookup}(\alpha) \) if \( \text{lookup}(\alpha) \in O\ho{p} \). By the scope condition of Definition 6.3, which constrains \text{store} in Definition 6.12, the result \( \text{lookup}^*(D) \) of expanding \( D \) along the assignment \( \text{lookup} \) has global holes

\[
\ho_{\text{lookup}^*(D)} \subseteq H + p\ho{q}^{<T(n)} + p\ho{r}^{<T(n)}
\]

\[
+ \ p\ho{q}^{<T(n-1)} + \ p\ho{r}^{<T(n-1)}
\]

Hence the repeated expansion \( \text{lookup}^*(D) \), \( k \) times along \( \text{lookup} \), has global holes

\[
\ho_{\text{lookup}^*(D)} \subseteq H + p\ho{q}^{<T(n)} + p\ho{r}^{<T(n)}
\]

\[
+ \ p\ho{q}^{<T(n-k)} + \ p\ho{r}^{<T(n-k)}
\]

so in particular

\[
\ho_{\text{lookup}^*(D)}^{T(n)-1} \subseteq H + p\ho{q}^{<T(n)} + p\ho{q}^{<T(n)}
\]
Define \( D^* \) to be \((\mathbf{look}^\bullet)^{T(n)-1}(D)\) with each global hole
\[
\beta \in \mathbf{pOhol}^{<T(n)} + \mathbf{pOhol}^{<T(n)}
\]
renamed to
\[
\text{source}(\beta) \in \mathbf{Ohol}(p)^{<T(n)}
\]
Thus
\[
\mathbf{Hol}_D^f \subseteq H + \mathbf{Ohol}(p)^{<T(n)}
\]

6.1.8 Well-formed (sourced) interaction states

Below we refine our notion of sourced interaction state by imposing various conditions needed in order to define interaction smoothly. In digesting the conditions, it may be helpful to browse the examples following the definition in parallel with the definition itself.

**Definition 6.14** A sourced interaction state \((p, q, r, \text{next, source})\) is well-formed if for all live atomic actions \( e \in \mathcal{P}\pi(p) + \mathcal{Oact}(q) + \mathcal{Oact}(r)\),
1. \( \text{depth}(e) = 1 \) if and only if \( \text{depth(source}(e)) = 1 \).
2. If \( \text{depth}(e) > 1 \) (so \( \text{depth(source}(e)) > 1 \) also) then
   \[
   \text{\text{source}}(e) \quad \text{if and only if} \quad \text{source}(f) \cap e
   \]
   So in particular \( e \) is (live atomic) unjustified if and only if \( \text{source}(e) \) is (live atomic) unjustified.
3. Suppose \( \alpha \in \mathbf{PHol}(p) \), hence \( \text{source}(\alpha) \in \mathbf{Ohol}(p) + \mathbf{PHol}(q) + \mathbf{PHol}(r) \).
   (a) If \( \text{source}(\alpha) \in \mathbf{PHol}(q) + \mathbf{PHol}(r) \) then \( \text{store}(\alpha) = \text{store(source}(\alpha))^\bullet \), the full expansion of the contents of \( \text{source}(\alpha) \).
   (b) If \( \text{source}(\alpha) \in \mathbf{Ohol}(p) \) then \( \text{store}(\alpha) = (\text{source}(\alpha), \bullet) \), the singleton arena with dummy action \( \bullet \) referencing the O-hole \( \text{source}(\alpha) \).
4. If \( \text{depth}(e) = 1 \) (so \( \text{depth(source}(e)) = 1 \), by condition 1) then, as motivated by the following typical first-order/\( \lambda \)-calculus interaction

\[
\begin{array}{c}
A \Rightarrow C \\
b \swarrow \searrow \downarrow a_b \\
B \Rightarrow C \\
c \swarrow \downarrow a_c \\
A \Rightarrow B \\
\end{array}
\]
(a) \( T(e) = T(\text{source}(e)) \), i.e., \( e \) and \( \text{source}(e) \) are in the same column. (So in particular, by the typing of \( \text{source}, e \) and \( \text{source}(e) \) are in distinct hypersequences.)
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(b) if $e \in \text{act}(r)$, $\text{source}(e) \in \text{act}(q)$ and $\text{source}(e) = b_c \in \text{Act}^{op}_C \times \text{Act}^{op}_A \rightarrow \text{Act}_{A \Rightarrow B}$, then $e$ is unjustified. (E.g., in the diagram above $e = b$ and $\text{source}(e) = b_c$.)

(c) if $e \in \exists \tau p$, $\text{source}(e) \in \text{act}(r)$ and $\text{source}(e) = a_c \in \text{Act}^{op}_C \times \text{Act}^{op}_A \rightarrow \text{Act}_{A \Rightarrow C}$ then $\text{source}(f) \overline{\tau} e$, where $f = \text{source}(g)$ and $\overline{\tau} \text{source}(e)$. (E.g., in the diagram above, $e = a_c$, $\text{source}(e) = a_b$, $g = b$, $\text{source}(g) = b_c$, $f$ is the occurrence of $c$ at the start of the second row, and $\text{source}(f)$ is the occurrence of $c$ at the start of the top row.)

(d) Otherwise (i.e., neither of (b) or (c) hold) $f \overline{\tau} \text{source}(e)$ if and only if $\text{source}(f) \overline{\tau} e$. (This is the depth 1 counterpart of condition 2.)

We use “well-formed interaction state” as an abbreviation for “well-formed sourced interaction state”. Write $\text{Int}_{\text{wfl}}(A, B, C)$ for the set of well-formed interaction states.

Consider the $\text{Nat} ightarrow \text{Nat} ightarrow \text{Bool}$ example on page 123. Condition 1 is clearly satisfied. Instances of condition 2 are: $b_1 \overline{\tau} 1_1$ and $b_2 \overline{\tau} 1_2$ (i.e., $\text{source}(b_2) \overline{\tau} 1_2$ and $b_2 \overline{\tau} \text{source}(1_2)$); $b_1 \overline{\tau} 0_1$ and $b_2 \overline{\tau} 0_2$ (i.e., $\text{source}(b_2) \overline{\tau} 0_2$ and $b_2 \overline{\tau} \text{source}(0_2)$). Recall that the graph of $\text{source}$ on holes is

<table>
<thead>
<tr>
<th>hole</th>
<th>$\beta_2$</th>
<th>$\alpha_3$</th>
<th>$\alpha_1'$</th>
<th>$\omega\beta_1'$</th>
<th>$\beta_2'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>source</td>
<td>$\beta_1$</td>
<td>$\alpha_2$</td>
<td>$\alpha_3'$</td>
<td>$\beta_2'$</td>
<td>$\omega\beta_1'$</td>
</tr>
</tbody>
</table>

The (one and only) instance of condition 3(a) is

$$\text{store}(\omega\beta_1') = \text{store}(\text{source}(\omega\beta_1'))^* = \text{store}(\beta_2)^* = (\beta_2, c)^* = (\beta_1, c)$$

(This example is somewhat degenerate, since the expansion is trivial.) Condition 3(b) does not arise in this example. Conditions 4(a-c) are seen to hold trivially (bear in mind for (b) and (c) that we judiciously renamed the actions of the function spaces, as remarked on page 129). An example of condition 4(d) is that $n_1 \overline{\tau} \gamma_2'$ and $n_1' \overline{\tau} \gamma_3'$, i.e., $n_1 \overline{\tau} \text{source}(\gamma_2')$ and $\text{source}(n_1') \overline{\tau} \gamma_3'$.

6.1.9 The algorithm

Having armed ourselves with all the necessary auxiliary definitions and concepts, we are ready to present the interaction algorithm. Let $\_\_#$ denote the constant function with value $\_\_$, with domain to be deduced from the context.

**Definition 6.15** The set of valid interaction states $\text{Int}(A, B, C) \subseteq \text{Int}_{\text{wfl}}(A, B, C)$, a subset of the set of well-formed interaction states of $A, B,$ and $C$, is defined by recursion on length of $p = (p, q, r, \text{next}, \text{source}) \in \text{Int}_{\text{wfl}}(A, B, C)$.

**Base cases.**

1. $|p| = 0$: Set $(\epsilon, \epsilon, \epsilon, 1, \epsilon) \in \text{Int}(A, B, C)$. So initially, with $\text{next} = 1$, $O$ is about to play

   in $p = \epsilon$.

2. $|p| = 1$. For singleton positions $\mu = (A \Rightarrow C, \phi, c) \in \text{Pos}(A \Rightarrow C)$, let $\mu' = (B \Rightarrow C, \phi, c)$ and set

   $$(\mu, \mu', \epsilon, 2, \text{source}(\mu') = \mu) \in \text{Int}(A, B, C).$$

   In other words, given any opening $O$-hypermove $\mu$ of $A \Rightarrow C$ (necessarily a single move, by Lemma 5.13, page 76) in $p$, we transmit $\mu$ across to $q$ to appear as an opening $O$-

   hypermove of $B \Rightarrow C$. 
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**Induction step.** Suppose $p \in \text{Int}(A, B, C)$, with $|\rho| \geq 1$. Subdivide into cases according to $next \in \{1, 2, 3\}$. We consider the cases in the order $next = 2$, $next = 3$, $next = 1$. The bulk of the material is case $next = 2$, on pages 134–151; $next = 3$ is essentially the same as $next = 2$; $next = 1$ is on pages 151–154.

1. *next = 2,* i.e. $q$ has control, so in $q$ it is $P$’s turn. Let $\mu = m_1 \ldots m_k$ be a hypermove extending the view of $q$, in other words such that $\mu q \mu \in \text{Pos}(B \Rightarrow C)$. Let $m_1 = (D, \phi, a)$ and let $m = (D, \ast, b)$ be the justifier of $m_1$. Let $q' = q \mu$, the extension of $q$ by $\mu$, justify $m_1$ by $m = (D, \ast, b)$, and set $T(m_1) = |\rho| + 1$:

$$
\begin{array}{ccc}
O & P \\
q' \quad \ldots \quad (D, \ast, b) \quad \ldots \quad (D, \phi, a) \\
m_2 \\
\vdots \\
m_k
\end{array}
$$

Note that, by Lemma 6.5 (page 124), $q' = q \mu \in \text{Plays}(B \Rightarrow C)$. Let $b = \text{source}(b)$. Due to the typing of $\text{source}$, there are three subcases: (a) $b \in \text{act}(q)$; (b) $b \in \text{act}(r)$; (c) $b \notin \text{act}(p)$. Note that $b = \ast$ is impossible, since by condition 2 of the definition of interaction state (page 125), $\ast \in \text{act}(p)$ only, and here $b \in \text{act}(q)$.

(a) $b \in \text{act}(q)$. So $b$ is a copycat action, $pl(b) = P$, $\text{depth}(b) = \text{depth}(a) > 1$, and $b$ and $a$ are occurrences of the same action, i.e., $b \in \text{Act}_D$ (see diagram below).

Let $m = (D, \psi, b)$ be the move containing $b$. Let $\bar{m}_1$ be a copy of $m$ with stored arenas ‘hidden’, i.e. $\bar{m}_1 = (D, \ast, \bar{a})$, where $\bar{a}$ and $a$ are distinct occurrences of the same action, i.e., $\bar{a} = a$ in $\text{Act}_D$. Take $q'' = q' \mu \bar{m}_1$, justify $\bar{m}_1$ by $\bar{m}$, and set $T(\bar{m}_1) = T(m) + 1$. So $q''$ is:

$$
\begin{array}{ccc}
P & O & P \\
q' \quad \ldots \quad (D, \psi, \bar{b}) \quad \ldots \quad (D, \ast, \bar{b}) \quad \ldots \quad (D, \phi, a) \quad \ldots \quad (D, \ast, \bar{a}) \\
m_2 \\
\vdots \\
m_k
\end{array}
$$

Due to the typing of $\text{ref}_{q''}$ we consider two subcases: i. $\text{ref}_{q''}(\bar{a}) \in H + \text{Hol}(q'')$; ii. $\text{ref}_{q''}(\bar{a}) \in \text{PHol}(p)$.

i. $\text{ref}_{q''}(\bar{a}) \in H + \text{Hol}(q'')$. Since $\text{ref}_{q''}(\bar{a})$ has no stored arena, $\bar{m}_1 = (D, \ast, \bar{a})$ completes a hypermove for $O$. So set $(p, q'', r, 2, \text{source}) \in \text{Int}(A, B, C)$, where $\text{source}$ extends $\text{source}$ with $\text{source}(\bar{a}) = a$.

ii. $\text{ref}_{q''}(\bar{a}) \in \text{PHol}(p)$. Let $\alpha = \text{ref}_{q''}(\bar{a})$ (see diagram below). Since $\text{depth}(b) = \text{depth}(a) > 1$, by condition 2 of the definition of interaction state (page 132), $\alpha$ and $\bar{a}$ are in ‘copycat threads’, so $\text{ref}_{q''}(\bar{a}) = \text{source}(\alpha)$. Let $\bar{a} = \text{source}(\alpha)$ (which happens to be an occurrence of $\alpha$, i.e., $\bar{a} = \alpha$ in $\text{Hol}_D$). Let $E$ be the polymorphic arena stored in $\bar{a}$. So $q''$ looks like:

$$
\begin{array}{ccc}
P & O & P \\
q'' \quad \ldots \quad (D, \psi, \bar{b}) \quad \ldots \quad (D, \ast, \bar{b}) \quad \ldots \quad (D, \phi, \bar{a}) \quad \ldots \quad (D, \ast, \bar{a}) \\
m_2 \\
\vdots \\
m_k
\end{array}
$$
6.1. THE INTERACTION ALGORITHM

\[ \begin{array}{cccccc}
P & O & P & O & P & O \\
\cdots & \hat{\alpha}_{E} & \cdots & \alpha_{b} & \cdots & \hat{\alpha}_{a} \\
\end{array} \]

(Reference arcs are shown underneath.) Note that necessarily \( k = 1 \), i.e., the hypermove \( \mu \) consists of the single move \( m_1 = (D, \phi, a) \), because the reference \( \alpha \) of \( a \) is an O-hole. Since the reference \( \alpha \) of \( a \) stores an arena \( E \), unlike subsubcase i above, \( m_1 = (D, \star, a) \) does not complete a hypermove: \( O \) is required to open a thread on \( E \).

Since \( P \) played \( m_1 = (D, \phi, a) \) subject to the copycat rule, the O-move \( m_1^{-} = (F, \star, c) \) immediately preceding \( m_1 \) (in other words, the last move of the previous O-hypermove) also references \( \alpha \), i.e., \( \text{ref}_O(m_1) = \alpha \).

\[ \begin{array}{cccccc}
P & O & P & O & P & O \\
\cdots & \hat{\alpha}_{E} & \cdots & \alpha_{b} & \cdots & \hat{\alpha}_{a} \\
\end{array} \]

Since \( c \) references an O-hole which is not at depth 1, \( \text{depth}(c) > 1 \), so \( \text{depth}(	ext{source}(c)) = 1 \) and \( \text{source}(c) \) is another occurrence \( \hat{c} \) of \( c \).

Due to the typing of \( \text{source} \), there are two cases to consider: A. \( \hat{c} \in \text{act}(q) \), and B. \( \hat{c} \in \text{pi}(p) \). (The case \( \hat{c} \in \text{act}(p) \) is impossible, since that could only happen if \( \text{depth}(c) = 1 \). The case \( \hat{c} = \text{dummy} \), i.e., \( c = \bullet \), is impossible, since \( \bullet \in \text{pi}(p) \) only, and \( c \in \text{act}(q) \).) The two cases A and B are very similar: both involve retrieving a move \((E, \star, \hat{c})\) to play as a second O-move beneath \((D, \star, a)\).

A. \( \hat{c} \in \text{act}(q) \). Let \( n_1 = (F, \zeta, \hat{c}) \) be the move containing \( \hat{c} \). By condition 2 of the definition of well-formedness (132), \( c \) and \( \hat{c} \) are in 'copycat threads', so \( \text{ref}_O(c) = \hat{a} \), the same as the reference of \( a \). Since \( \hat{a} \) stores the arena \( E \), immediately below \( n_1 = (F, \zeta, \hat{c}) \) there must be a move \( n_2 = (E, \omega, c) \) which opens a new thread on \( E \).
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Let \( \hat{n}_2 = (E, \ast, \hat{e}) \), a copy of \( n_2 = (E, \omega, e) \) with stored arenas 'hidden', and where \( \hat{e} \) is a fresh occurrence of \( e \) (i.e., \( \hat{e} = e \) in \( \text{Act}_E \)). Define \( q'' \) to be \( q'' \) with \( \hat{n}_2 \) immediately below \( \hat{n}_1 \) = \( (D, \ast, \hat{a}) \):

\[
\begin{align*}
P & \quad O & \quad P & \quad O & \quad P & \quad O & \quad P & \quad O \\
\ldots & \cdot E & \cdot \ldots & (D, \psi, b) & \cdot (D, \ast, b) & \cdot (F, \zeta, \hat{c}) & \cdot (D, \phi, a) & (D, \ast, \hat{a})
\end{align*}
\]

Put \( (p, q''', r, 2, \text{source'}) \in \text{Int}(A, B, C) \), where \( \text{source'} \) extends source with \( \text{source'}(\hat{a}) = a \) and \( \text{source'}(\hat{e}) = e \).

B. \( \hat{c} \in \pi t(p) \). Thus \( \hat{c} \) is part of a compound action \( \zeta \hat{c} \zeta' \in \text{act}(p) \) located in a fully expanded arena \( G^* \):

\[
\begin{align*}
P & \quad O \quad (G^*, \ast, \zeta \eta \epsilon \zeta''')
\end{align*}
\]

\[
\begin{align*}
P & \quad P & \quad P & \quad P & \quad O & \quad O & \quad P & \quad P & \quad O \\
q'' & \cdot \hat{\alpha} & \cdot \ldots & (D, \psi, \hat{b}) & \cdot (D, \ast, \hat{b}) & \cdot (F, \ast, \hat{c}) & (D, \phi, a) & (D, \ast, \hat{a})
\end{align*}
\]

Since \( \text{ref}_p''(c) \) is an \( O \)-hole of \( q''' \), which was expanded to \( E \) in the full expansion \( G^* \), \( \hat{c} \) is not the last atomic action of \( \zeta \hat{c} \zeta' \): the next live atomic action after \( \hat{c} \) is an opening action of \( E \), i.e. \( \zeta'' = \eta \epsilon \zeta'' \) for \( \eta \) a trail above \( \zeta \hat{c} \) and \( e \in \text{Act}^p_E \). \( O \)'s action \( \hat{a} \) references \( \hat{a} \), storing \( E \), so \( O \) is required to
play an opening move on \( E \). We obtain this opening move as \((E, \ast, \hat{e})\),
for \( \hat{e} \) a fresh occurrence of \( e \), i.e., \( \hat{e} = e \) in \( \text{Act}_E \):

\[
\mathcal{O}
\]

\[
[p]
\]

\[
\ldots (G^*, \ast, \zeta \in \zeta'')
\]

\[
\]

\[
\]

\[
\]

This completes a hypermove for \( \mathcal{O} \), since \( \hat{e} \) references an \( \mathcal{O} \)-hole. Put
\((p, q'', r, 2, \text{source}') \in \text{Int}(A, B, C)\), where source' extends the function
\( \text{source} (\hat{a}) = a \) and source' (\( \hat{e} \)) = \( e \).

\( b \) \( \hat{b} \in \text{act}(r) \). So \( m = (D, \ast, b) \) was a transmission from \( P \) in \( r \).

\[
\]

By definition of source (page 129), since source\((b) = \hat{b} \), we have \( b \sim \hat{b} \), and
by definition of match (page 128), depth\((b) = \text{depth}(\hat{b}) = 1 \) and \( D = B \Rightarrow C \).
Furthermore \( b = d_c \in \text{Act}_{B \Rightarrow C} \) for \( d \in \text{Act}_B \) and \( c \in \text{Act}_{B \Rightarrow C} \), and \( a = e_c \in \text{Act}_{B \Rightarrow C} \)
for \( e \in \text{Act}_B \), with \( d \perp_B e \). So \( m = (B \Rightarrow C, \ast, d_c) \), \( m_1 = (B \Rightarrow C, \phi, e_c) \), and
\( q' = q\mu \) looks like this:

\[
\]

\[
\]

\[
\]

\[
\]

\[
\]

\[
\]

\[
\]

\[
\],

\[
\]

\[
\]

\[
\]

\[
\]
(Both $d_c$ and $e_c$ are at depth 1.) By definition of match (page 128), $\hat{b} = \text{source}(b) = \text{source}(d_c) \in \text{act}(r)$ is an occurrence $\hat{d}$ of $d$ (i.e., $\hat{d} = d$ in $\text{Act}_B$), and depth($\hat{d}$) = 1. Let $\hat{m} = (A \Rightarrow B, \psi, \hat{d}) \in \text{act}(r)$ be the move containing $\hat{d}$. So the interaction state looks like this:

\[
\begin{array}{ccc}
& O & P \\
q' & \cdots & \cdots & (B \Rightarrow C, \star_d, d_c) & \cdots & \cdots & (B \Rightarrow C, \phi, e_c) \\
& m_2 \\
& \vdots \\
m_k \\
\end{array}
\]

\[
P
\]

\[
r' \quad \cdots \quad (A \Rightarrow B, \psi, d) \quad \cdots \quad \cdots
\]

We shall transmit $m_1 = (B \Rightarrow C, \phi, e_c)$ across to $r$, justified by $\hat{m} = (A \Rightarrow B, \psi, \hat{d})$. Let $m_1 = (A \Rightarrow B, \star, \hat{\epsilon})$, a 'copy' of $m_1$ with stored arenas 'hidden', and where $c$ and $\epsilon$ are occurrences of the same action, i.e., $e = \epsilon$ in $\text{Act}_B$. Let $r' = r \star m_1$, justify $\hat{m}_1$ by $\hat{m} = (A \Rightarrow B, \psi, \hat{d})$, and set $T(\hat{m}_1) = T(m_1)$, i.e., put $\hat{m}_1 = (A \Rightarrow B, \star, \hat{\epsilon})$ in the same column as $m_1 = (B \Rightarrow C, \phi, e_c)$:

\[
\begin{array}{ccc}
& O & P \\
q' & \cdots & \cdots & (B \Rightarrow C, \star_d, d_c) & \cdots & \cdots & (B \Rightarrow C, \phi, e_c) \\
& m_2 \\
& \vdots \\
m_k \\
\end{array}
\]

\[
P
\]

\[
r' \quad \cdots \quad (A \Rightarrow B, \psi, d) \quad \cdots \quad \cdots (A \Rightarrow B, \star, \hat{\epsilon})
\]

Analogous to (a)i and (a)ii earlier, there are two subcases: i. $\text{ref}_r(\epsilon) \in H + O\text{Hol}(r')$, and ii. $\text{ref}_r(\epsilon) \in H\text{Hol}(n)$ for some $P$-move $n$ in $r'$.

i. $\text{ref}_r(\epsilon) \in H + O\text{Hol}(r')$. Since $\text{ref}_r(\epsilon)$ has no stored arena, $m_1 = (A \Rightarrow B, \star, \hat{\epsilon})$ completes a hypermove for $O$. Set $(p, q', r', 3, \text{source}^r) \in \text{Int}(A, B, C)$, where \text{source}^r extends \text{source} with \text{source}^r(\epsilon) = e_c.

ii. $\text{ref}_r(\epsilon) \in H\text{Hol}(n)$ for some $P$-move $n$ in $r'$. Let $\alpha = \text{ref}_r(e_c)$, and note that, by construction of function space, $\alpha = \beta_c \in \text{Act}_C^{op} \times \text{Hol}_B^{op} \rightarrow \text{Hol}_B^{op}$ for some $\beta \in \text{Hol}_B^{op}$. (Adopting the usual convention, we write $\beta_c$ for the pair $\langle c, \beta \rangle$.) Since $\epsilon$ is a transmission of $e_c$, by condition 4(d) of Definition 6.14 of well-formed interaction state, $\text{ref}_r(\epsilon)$ is a copy $\beta$ of $\beta_c$, and source($\beta_c$) = $\beta$:
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Note that $k = 1$, i.e., $P$'s hypermove $\mu$ consists in the single move $m_1 = (B \Rightarrow C, \phi, e_c)$, because $e_c$ references an O-hole. We continue to proceed analogously with case (a)ii. Since $\beta$ stores an arena $E$, $m_1$ does not complete a hypermove. $O$ is required to open a thread on $E$.

Since $P$ played $m_1 = (B \Rightarrow C, \phi, e_c)$ subject to the copycat rule, the O-move $m_1^- = (F, \star, f)$ immediately preceding $m_1 = (B \Rightarrow C, \phi, e_c)$ (in other words, the last move of the previous O-hypermove) also references $\beta_c$, i.e., $\text{ref}_P(m_1^-) = \beta_c$:

Let $f = \text{source}(f)$. Due to the typing of source, there are three cases to consider: $A. \ f \in \text{act}(r)$, $B. \ f \in \text{act}(p)$, $C. \ f \in \text{act}(q)$. ($f = \bullet$ is impossible, since $f = \bullet$ only if $f \in \text{act}(p)$.)

$A. \ f \in \text{act}(r)$. Thus $\text{depth}(f) = 1$, so $F = B \Rightarrow C$ and since $\beta \in \text{Hol}^B$, $f = h_c$ for some $h \in \text{Act}_B$ (the only way that $f$ could reference $\beta_c$).
Since $\hat{j} \in \text{act}(r')$, $\hat{j} = \hat{h}$, another occurrence of $h \in \text{Act}_B$. Let $n_1 = (A \Rightarrow B, \zeta, \hat{h})$ be the move containing $\hat{h}$, which (by condition 4(a) of Definition 6.14 of well-formed interaction state) is in the same column as $\hat{m}_1 = (B \Rightarrow C, \_\_\_, h_c)$:

Since $\hat{\beta}$ stores an arena $E$, immediately below $n_1 = (A \Rightarrow B, \zeta, \hat{h})$ there must be a move $n_2 = (E, \omega, g)$ opening a thread on $E$:
Let \( \tilde{n}_2 = (E, \bullet, \tilde{g}) \), a copy of \( n_2 = (E, \omega, g) \) with stored arenas 'hidden'. Define \( r'' \) to be \( r' \) with \( \tilde{n}_2 \) immediately below \( \tilde{n}_1 = (A \Rightarrow B, \bullet, \hat{e}) \), i.e.,

\[
\begin{array}{cccccc}
O & O & O & O & P \\
\text{q'} & \ldots \beta_c & \ldots (B \Rightarrow C, \bullet, d_c) & \ldots (B \Rightarrow C, \bullet, h_c) & (B \Rightarrow C, \phi, e_c) \\
\end{array}
\]

\[
\begin{array}{cccccc}
P & P & P & P & O \\
\text{r''} & \ldots \beta & \ldots (A \Rightarrow B, \psi, d) & \ldots (A \Rightarrow B, \zeta, \hat{h}) & (A \Rightarrow B, \bullet, \hat{e}) \\
(E, \omega, g) \\
\end{array}
\]

This completes a hypermove for \( O \), since \( \hat{g} \) cannot reference a \( P \)-hole (see Lemma 5.13, part 1). Put \( (p, q', r'', 3, \text{source'}) \in \text{Int}(A, B, C) \), where \( \text{source'} \) is the extension of \( \text{source} \) with \( \text{source'}(\hat{e}) = e_c \) and \( \text{source'}(\hat{g}) = g \).

B. \( \hat{e} \in \text{ext}(p) \). So \( \text{depth}(f) > 1 \) (the only way an action with source in \( p \) could reference a hole \( \beta_c \) in a 'B component' of \( B \Rightarrow C \)), and \( f \) is part of a compound action \( \zeta \hat{f} \zeta' \) located in a fully expanded arena \( G'' \). (This case is nearly identical to (a)ii.i.B.)
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\[ O \]

\[ P \]

\[ \ldots \]

\[ (G^*, \ast, \xi \eta g \zeta) \]

\[ O \] \hspace{1cm} \[ O \] \hspace{1cm} \[ O \] \hspace{1cm} \[ P \]

\[ q' \]

\[ \ldots \beta_c \ldots (B \Rightarrow C, \ast, d_c) \ldots \] \[ (B \Rightarrow C, \phi, e_c) \]

\[ (F, \ast, f) \]

\[ P \] \hspace{1cm} \[ P \] \hspace{1cm} \[ O \]

\[ r' \]

\[ \ldots \beta_c \ldots (A \Rightarrow B, \psi, \dot{d}) \ldots \] \[ (A \Rightarrow B, \ast, \dot{e}) \]

Since \( ref_E(f) \) is an \( O \)-hole of \( q' \), which was expanded to \( E \) in the full expansion \( G^* \), \( \dot{f} \) is not the last atomic action of \( \xi \dot{f} \xi' \): the next live atomic action after \( \dot{f} \) is an opening action of \( E \), i.e. \( \xi' = \eta g \zeta'' \) for \( \eta \) a trail above \( \dot{f} \) and \( g \in Act_E^{op} \). \( O \)'s action \( \dot{e} \) references \( \beta_c \), storing \( E \), so \( O \) is required to play an opening move on \( E \). We obtain this opening move as \( (E, \ast, \dot{y}) \), for \( \dot{y} \) a fresh occurrence of \( g \), i.e., \( \dot{y} = g \) in \( Act_E \).
This completes a hypermove for $O$, since $\bar{g}$ cannot reference a $P$-hole (see Lemma 5.13, part 1).

C. $\hat{f} \in \mathcal{RT}(q)$. This case reduces either to case A or to case B above. Let $n_1 = (F, \zeta, \hat{f})$ be the move containing $\hat{f}$, and note that $\text{depth}(f) > 1$ and $\text{depth}(\hat{f}) > 1$ since $f$ is a copycat action.
Since $\text{depth}(\beta_c) = 1$ and $\text{depth}(f) > 1$, the only way $\text{ref}_q(f) = \beta_c$ is possible is with $\beta_c \in \text{Hol}_F$, a global hole of $F$ (as opposed to $\beta_c \in \text{Hol}_F$, a local hole of $F$). Then because $\dot{f}$ is a copycat action, $\text{ref}_q(\dot{f}) = \beta_c$ also.

We are in search of an opening move in $E$, to ‘copy’ as a move underneath $\dot{m}_1 = (A \Rightarrow C, \text{.$\text{.$,}$} e)$. We shall ‘chain back’ along moves

$$l_u \cdot l_{u-1} \cdot l_{u-2} \cdot \ldots \cdot l_2 \cdot l_1$$

in $q'$, each of which references $\beta_c$, until we reach a suitable candidate $l_u$ with $\text{source}(l_u) \in \text{act}(r') + \text{act}(p)$, and then appeal to case A or B according as $\text{source}(l_u) \in \text{act}(r')$ or $\text{source}(l_u) \in \text{act}(p)$.

The O-moves $l_i = (G_1, \text{.$\text{.$,}$} g_i)$ and P-moves $l_i = (G_0, \text{.$\text{.$,}$} g_i)$ are determined as follows. Let $l_1 = (G_1, \text{.$\text{.$,}$} g_1)$ be the O-move immediately preceding $n_1 = (F, \zeta, \dot{f})$, i.e., the last move of the O-hypermove preceding the P-hypermove containing $n_1$. By the copycat rule, $\text{ref}_q(l_1) = \text{ref}_q(n_1) = \beta_c$. Having defined $l_i = (G_i, \text{.$\text{.$,}$} g_i)$, if $\text{source}(l_i) \in \text{act}(q')$, define $\dot{l}_i = \text{source}(l_i) = (G_{i+1}, g_i)$ and define $l_{i+1}$ to be the O-move preceding $\dot{l}_i$, and repeat. (Thus $\text{ref}_q(l_i) = \beta_c$, and by the copycat rule, $\text{ref}_q(l_{i+1}) = \beta_c$ also.) Otherwise (i.e., if $\text{source}(l_i) \in \text{act}(p) + \text{act}(r')$) terminate, setting $u$ to be the current value of $i$. (Note that the algorithm must terminate, since $l_{i+1} < l_i$.)

Now by construction either $\text{source}(l_u) \in \text{act}(r')$, or $\text{source}(l_u) \in \text{act}(p)$. In the former case, proceed as in case (b)ii.A. above, but with $l_u$ in place of $(F, \text{.$\text{.$,}$} f)$; in the latter case, proceed as in case (b)ii.B. above, again with $l_u$ in place of $(F, \text{.$\text{.$,}$} f)$.

(c) $b \in \text{act}(p)$, so $m$ was a transmission from $O$ in $p$. Since $b = \text{source}(b) \sim b$, by definition of match (page 128) there are two subcases to consider: i. $\text{depth}(b) = 1$, $D = B \Rightarrow C$, $b = c \in \text{Act}_C^{op} \Rightarrow \text{Act}_{B=C}$ and $a = (c, e) = e_c \in \text{Act}_C^{op} \times \text{Act}_B \Rightarrow \text{Act}_{B=C}$, and ii. otherwise.

i. $\text{depth}(b) = \text{depth}(\dot{b}) = 1$, $D = B \Rightarrow C$, $b = c \in \text{Act}_C^{op} \Rightarrow \text{Act}_{B=C}$ and $a = (b, c) = e_c \in \text{Act}_C^{op} \times \text{Act}_B \Rightarrow \text{Act}_{B=C}$. So $q' = qu$ looks like this.
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\[
\begin{array}{cc}
O & P \\
\ldots & \ (B \Rightarrow C, \star, d_c) & \ldots & \ (B \Rightarrow C, \phi, e_c) \\
\ & m_2 \\
\ & \vdots \\
\ & m_k \\
\end{array}
\]

We shall transmit \(P\)'s move \(m_1 = (B \Rightarrow C, \phi, e_c)\) across to \(r\) as an opening hypermove of \(A \Rightarrow B\). Let \(\tilde{m}_1 = (A \Rightarrow C, \star, \hat{e})\) be a 'copy' of \(m_1 = (B \Rightarrow C, \phi, e_c)\) with stored arenas hidden, where \(\hat{e}\) and \(e\) are occurrences of the same opening action of \(B\) (i.e., \(\hat{e} = e\) in \(\text{Act}_B\)), treated as an opening action of \(A \Rightarrow B\). Let \(r' = r\tilde{m}_1\), with \(\tilde{m}_1 = (A \Rightarrow C, \star, \hat{e})\) unjustified:

\[
\begin{array}{cc}
O & P \\
q' & \ldots & \ (B \Rightarrow C, \star, d_c) & \ldots & \ (B \Rightarrow C, \phi, e_c) \\
\ & m_2 \\
\ & \vdots \\
\ & m_k \\
\end{array}
\]

\[
\begin{array}{cc}
O & P \\
r' & \ldots & \ldots & \ (A \Rightarrow B, \star, \hat{e}) \\
\end{array}
\]

Define \(T(\tilde{m}_1) = T(m_1)\). Note that this completes an \(O\)-hypermove since \(\hat{e}\), being an opening action, references either a global hole of \(H\) or one of its own local holes. Set

\[
(p, q', r', 3, \text{source}') \in \text{int}(A, B, C),
\]

where \(\text{source}'\) extends \(\text{source}\) with \(\text{source}'(\hat{e}) = e_c\).

ii. Otherwise. Thus \(\text{depth}(b) > 1, \text{depth}(\hat{b}) > 1\), and \(\hat{b}\) is part of a compound action \(\zeta b\zeta_2\) located in a fully expanded arena \(E^*\), where \(\zeta_2 = \eta_1[b_1] \ldots \eta_m[b_m]\) and \(\eta_i \in \text{trails}(\zeta_1 b_1[b_1] \ldots \eta_i[b_i-1][b_i-1])\). Let \(q' = q\mu\). Thus:
Define actions \( a_{ij} \) and \( c_i \), holes \( \alpha_i \), and \( k_i \in \mathbb{N} \), by recursion on \( i \) as follows.

**Base case.** Define \( k_1 = k \). For \( j = 1, \ldots, k \) define \( a_{1j} \) to be the action of \( m_j \) (so in particular, \( a_{11} = a \)). Define \( \alpha_1 = \text{ref}_q(a_{1k}) \), and define \( c_1 \) to be the last action of the \( O \)-hypermove preceding \( a_{1k} \):

\[
\begin{array}{c}
O \\
\phantom{O}
\text{P}
\end{array}
\begin{array}{c}
q' \\
\phantom{q'}
\end{array}
\begin{array}{c}
\alpha_1 \\
\phantom{\alpha_1}
\vdots \\
\phantom{\vdots}
\phantom{c_1}
\phantom{\vdots}
\phantom{a_{1k}}
\end{array}
\begin{array}{c}
\ldots \\
\phantom{\ldots}
\phantom{c_1}
\phantom{a_{1k}}
\end{array}
\begin{array}{c}
a_{11} \\
\phantom{a_{11}}
\vdots \\
\phantom{\vdots}
\phantom{a_{1k_1}}
\end{array}
\begin{array}{c}
\ldots \\
\phantom{\ldots}
\phantom{a_{1k_1}}
\end{array}
\begin{array}{c}
P \\
\phantom{P}
\end{array}
\]

(Note that \( \alpha \in H \) is possible, though the diagram may suggest \( \alpha \in \text{Hol}(q') \).) By the copycat rule, \( \text{ref}_q(c_1) = \text{ref}_q(a_{1k}) = \alpha_1 \).

**Recursion step.** Suppose \( a_{ij} \), \( \alpha_i \), \( c_i \) and \( k_i \) have been defined for some \( i \geq 1 \). If \( \alpha_i \in H \), \( \text{source}(c_i) \in \text{src}(p) \), or \( \text{source}(\alpha_i) \in \text{Hol}(p) \), then stop. Otherwise \( \alpha_i \in O\text{Hol}(q) + O\text{Hol}(r) \), \( \text{source}(\alpha_i) \in P\text{Hol}(q) + P\text{Hol}(r) \), and \( \text{source}(c_i) \in \text{act}(q) + \text{act}(r) \). Let \( \hat{c}_i = \text{source}(c_i) \) and \( \hat{\alpha} = \text{source}(\alpha_i) \). Without loss of generality, assume \( \hat{c}_i \in \text{act}(q) \). (For \( \hat{c}_i \in \text{act}(r) \) switch \( q \) and \( r \) in the passage below.) By inductive hypothesis, \( c_i \in \text{Act}(q) \) is the last move of an \( O \)-hypermove, and \( \alpha_i = \text{ref}_q(c_i) \). There are three cases:

1. \( \hat{c}_i \in \text{act}(r) \). Then \( \text{depth}(c_i) = \text{depth}(\hat{c}_i) = 1 \), \( \hat{\alpha}_i \in \text{PHol}(r) \), and \( \text{ref}_r(\hat{c}_i) = \hat{\alpha}_i \).

(1) \( \hat{c}_i \in \text{act}(r) \). Thus \( \text{depth}(c_i) = \text{depth}(\hat{c}_i) = 1 \), \( \hat{\alpha}_i \in \text{PHol}(r) \), and \( \text{ref}_r(\hat{c}_i) = \hat{\alpha}_i \).
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\[
\begin{array}{ccc}
\emptyset & \ldots & \alpha_i & \ldots & c_i \\
\end{array}
\]

\[
\begin{array}{ccc}
P & O & P \\
\end{array}
\]

\[
\begin{array}{ccc}
\alpha_{i+1} & \ldots & \alpha_i & \ldots & c_{i+1} & \hat{c}_i \\
\end{array}
\]

Define \( k_{i+1} \) to be the number of actions below \( \hat{c}_i \), and define \( a_{i+1,j} \) to be the \( j \)th such action (\( k_{i+1} > 0 \) since \( \hat{c}_i \) references a \( P \)-hole.) Define \( c_{i+1} \) to be the last \( O \)-action of the \( O \)-hypermove preceding (the \( P \)-hypermove containing) \( \hat{c}_i \). (In the diagram \( c_{i+1} \) need not be at the same depth as \( \hat{c}_i \).) Define \( \alpha_{i+1} = \text{ref}_r(c_{i+1}) = \text{ref}_r(a_{i+1,k_{i+1}}) \) (the latter equality holding because of the copycat rule).

(2) \( \hat{c}_i \in \text{act}(q) \) and \( \text{ref}_q(\hat{c}_i) \in P\text{Hol}(q) \). Thus \( \text{depth}(c_i) = \text{depth}(\hat{c}_i) > 1 \), \( \alpha_i \in P\text{Hol}(q) \), and \( \text{ref}_q(\hat{c}_i) = \alpha_i \).

\[
\begin{array}{ccc}
P & O & O & P & O \\
\end{array}
\]

\[
\begin{array}{ccc}
\alpha_{i+1} & \ldots & \alpha_i & \ldots & c_{i+1} & \hat{c}_i & \ldots & c_i \\
\end{array}
\]

(\( \alpha_i, \alpha_i, \hat{c}_i \) and \( c_i \) are in the same row, but \( \alpha_{i+1} \) and \( c_{i+1} \) need not be in that row. In particular, \( \alpha_{i+1} \in H \) is possible.) The definitions are exactly the same as in case (1). Define \( k_{i+1} \) to be the number of actions below \( \hat{c}_i \), and define \( a_{i+1,j} \) to be the \( j \)th such action. (Note that \( k_{i+1} > 0 \) since \( \hat{c}_i \) references a \( P \)-hole.) Define \( c_{i+1} \) to be the last \( O \)-action of the \( O \)-hypermove preceding (the \( P \)-hypermove containing) \( \hat{c}_i \). Define \( \alpha_{i+1} = \text{ref}_r(c_{i+1}) = \text{ref}_r(a_{i+1,k_{i+1}}) \) (the latter equality holding because of the copycat rule).
6.1. The Interaction Algorithm

(3) $c_i \in \text{act}(q)$ and $\text{ref}_q(c_i) \in O\text{Hol}(q)$. Thus $\text{ref}_q(c_i) = \text{ref}_q(c_i) = \alpha_i$, and there are no actions below $c_i$.

\[
\begin{array}{cccc}
O & O & P & O \\
\hline
q & \cdots & \alpha_i & \cdots & c_{i+1} & \hat{c}_i & \cdots & c_i
\end{array}
\]

Define $k_{i+1} = 0$, $\alpha_{i+1} = \alpha_i$, and define $c_{i+1}$ to be the last $O$-action of the $O$-hypermove preceding (the $P$-hypermove containing) $\hat{c}_i$. (So $\text{ref}_q(c_{i+1}) = \alpha_{i+1}$ by the copycat rule.)

Let $l \geq 1$ be the maximum $i$ defined by the recursion above (which must terminate, because $c_{i+1} \prec c_i$). Define $s$ to be the column obtained from the sequence

\[
a_{11} \cdots a_{1k_1} a_{21} \cdots a_{2k_2} \cdots a_{1l} \cdots a_{ik_i}
\]

of all the $a_{ij}$ contracted in the recursion by inserting a ‘linebreak’ before every $a_{ij}$ with $j \geq 2$. For example, given

\[
a_{11}a_{12}a_{13}a_{21}a_{22}a_{23}a_{31}a_{41}a_{42}a_{43}
\]

$s$ is

\[
a_{11} \\
a_{12} \\
a_{13}a_{21} \\
a_{22} \\
a_{23}a_{31}a_{41} \\
a_{42} \\
a_{43}
\]

Define $\tilde{a}_{ij}$ to be the $j^{th}$ action of the $i^{th}$ row of $s$, let $y$ be the number of rows of $s$, and let $x_i$ be the number of elements of row $i$. For example, with $s$ as above, $\tilde{a}_{52} = a_{31}$, $y = 7$, and $x_5 = 3$. Note that $\tilde{a}_{11}$ is an occurrence of $a$, the action of $P$'s move $(D, \phi, a)$ in $q'$.

The column $s$ will constitute the live atomic actions of a $P$-hypermove in $p$, the ‘team-response’ of $P$ in $q$ and $P$ in $r$. We break into two cases: A. $\hat{c}_i \notin \text{act}(p)$, and B. $\hat{c}_i \in \text{act}(p)$.

A. $\hat{c}_i \notin \text{act}(p)$, i.e., $\hat{c}_i \in \text{act}(q) + \text{act}(r)$. Recall that $\hat{b} = \text{source}(b)$ is a live atomic action of the $O$-move

\[
m = (E^*, \ast, \zeta \hat{b} \eta_1 [b_1] \cdots \eta_w [b_w]).
\]

Add the following hypermove $\nu$ to $p$, with its first move justified by $m$:

$$(E^*, \theta_1, \zeta \tilde{a}_{11} \eta_1 [b_1] \tilde{a}_{12} \cdots \eta_{x_1-1} [b_{x_1-1}] \tilde{a}_{1x_1} \eta_{x_1} [b_{x_1}] \cdots \eta_w [b_w])$$

$$(L_2, \theta_2, \tilde{a}_{21} \cdots \tilde{a}_{2x_2})$$

$$(L_3, \theta_3, \tilde{a}_{31} \cdots \tilde{a}_{3x_3})$$

\vdots

$$(L_y, \theta_y, \tilde{a}_{y1} \cdots \tilde{a}_{yx_y})$$
where the locations \( L_i \) and stores \( \theta_i \) are given as follows. Write \( n_{ij} = (D_{ij}, \phi_{ij}, \tilde{a}_{ij}) \) for the move containing the action \( \tilde{a}_{ij} \). For \( i = 2, \ldots, y \)
define

\[
L_i = D_{i1},
\]

the full expansion of the location of \( \tilde{a}_{ij} \). Given an element \( e \) of a sequence \( t \), recall that we define \( t_{<e} \) and \( t_{>e} \) by \( t = t_{<e} \cdot t_{>e} \). For \( i = 1, \ldots, y \)
let \( d^i \) be the action of the \( i \)th move of \( \nu \), and for \( j = 1, \ldots, x_i \) and \( \beta \in \text{Hol}_{D_{ij}}(\tilde{a}_{ij}) \) define

\[
\theta_i(d^i_{<\tilde{a}_{ij}} \beta d^i_{>\tilde{a}_{ij}}) = \phi_{ij}(\beta)^*,
\]

the full expansion of the arena stored in \( \beta \). (At this point it might be useful to look at section 6.1.4, about the holes of compound actions.)

Define \( p' \) to be the extension of \( p \) by \( \nu \) as above, and put

\[
(p', q', r, 1, \text{source} \bar{e}) \in \text{Int}(A, B, C),
\]

where \( \text{source} \bar{e} \) extends \( \text{source} \) with the addition of \( \text{source} \bar{e}(\tilde{a}_{i,j}) = \tilde{a}_{i,j} \), and where the occurrence of \( \tilde{a}_{ij} \) on the left is in \( \nu \), and the occurrence of \( \tilde{a}_{ij} \) on the right is the original copy in the move \( n_{ij} \) of \( q \) or \( r \). The hypersequences \( p' \) and \( q' \) now look like this:

\[
\begin{array}{c}
O \\
\hline
\text{p'} & \ldots & (E^*, \ast, \zeta, b_{\zeta_2}) & \ldots & (E^*, \theta_1, \zeta, \tilde{b}_{\zeta_2}) \\
& & (L_2, \theta_2, s_2) & \ldots & \vdots \\
& & (L_y, \theta_y, s_y) \\
\end{array}
\]

\[
\begin{array}{c}
O \\
\hline
\text{q'} & \ldots & (D, \ast, \tilde{b}) & \ldots & (D, \phi, a) \\
& \vdots & \vdots & \vdots & \vdots \\
& m_k \\
\end{array}
\]

where \( \tilde{a} = \tilde{a}_{11} = a_{11} \), a copy of \( a \).

B. \( \tilde{c}_i \in \text{Int}(p) \). Proceed exactly as in the previous case, but then extend the last compound action \( s_y \) to form \( p'' \) from \( p' \) as follows:
The source \( c_i \) of \( c_i \) is part of a compound action \( \omega_1 c_i \omega_2 \) in \( p \). Here \( \tilde{\omega}_2 \) is (a fresh copy of) the subsequence of \( \omega_2 \) consisting in its live atomic actions. Given a live atomic action \( e \) of \( \omega_2 \), write \( \hat{e} \) for the corresponding occurrence of \( e \) in \( \tilde{\omega}_2 \). Extend the store \( \theta_y \) associated with \( s_y \) to form \( \theta'_y \) as follows. Let \( \omega = \omega_1 c_i \omega_2 \) and \( \tilde{\omega} = s_y \tilde{\omega}_2 \). For live \( e \in \omega_2 \) and \( \beta \in Hc(e) \) define

\[
\theta'_y(\tilde{\omega} \beta \tilde{\omega}) = (\omega e \beta e, \bullet),
\]

the arena with the single action \( \bullet \) referencing the global hole \( \omega e \beta \). Finally, we have two cases to consider: (1) \( \text{ref}_p(\omega c_i \omega_2) = \tilde{\omega} \beta \tilde{\omega} \hat{e} \), or (2) otherwise. We consider (2) first.

(2) Thus \( \text{ref}_p(s \tilde{\omega}_2) \) is not a \( P \)-hole, so \( \nu \) completes a \((p', q, r, 1, \text{source}'')\) to \( \text{Int}(A, B, C) \), where \text{source}'' extends \text{source}' of case A with \text{source}''(\hat{e}) = e for each live atomic action \( e \in \omega_2 \) (equivalently, for each \( \hat{e} \in \tilde{\omega}_2 \)).

(1) Thus \( \text{ref}_p(s \tilde{\omega}_2) = \tilde{\omega} \beta \tilde{\omega} \hat{e} \), which (by construction) stores the singleton arena \((\omega e \beta e, \bullet)\), so we duly open a thread, forming \( p'' \) from \( p' \).
\[ p''' \]\[
\begin{align*}
O & \quad O & \quad P \\
\cdots (E^*, \mathbf{\cdot} , \zeta_1 \hat{\kappa}_2) & \cdots (G^*, \mathbf{\cdot} , \omega_1 \hat{\zeta}_2) & \cdots (E^*, \theta_1 , \zeta_1 \hat{\alpha}_2) \\
& \quad (L_1, \theta_2, s_2) \\
& \quad \vdots \\
& \quad (L_{h-1}, \theta_{h-1}, s_{h-1}) \\
& \quad (L'_y, \theta'_y, s'_y \hat{\omega}_2) \\
& \quad (\omega_{\mathbf{\cdot} < e} \beta \omega_{\mathbf{\cdot} > e}, \mathbf{\cdot} , \mathbf{\cdot} , \mathbf{\cdot})
\end{align*}
\]

\[ q' \]\[
\begin{align*}
O & \quad \quad P & \quad \quad P \\
\cdots (D, \mathbf{\cdot} , b) & \cdots \alpha_l & \cdots \vdots & \cdots \vdots & \cdots (D, \phi, a) \\
& \quad \quad \quad \quad \quad \quad \quad m_2 \\
& \quad \quad \quad \quad \quad \quad \quad \vdots \\
& \quad \quad \quad \quad \quad \quad \quad m_k
\end{align*}
\]

Since \( \mathbf{\cdot} \) references \( \omega_{\mathbf{\cdot} < e} \beta \omega_{\mathbf{\cdot} > e} \), an \( O \)-hole, this completes a hypermove. 
Put \((p''' , q , r , 1, \text{source}^e) \in \text{Int}(A, B, C)\), where \( \text{source}^e \) is as in case (2) above.

2. \text{next} = 3. This case is exactly as \text{next} = 2, but with \( q \) and \( r \) exchanged, modulo the special case of an \( r \)-move in an \( A \) component of \( A \Rightarrow B \) justified by an opening \( A \Rightarrow B \) move. Then (similar to Hyland-Ong interaction) realign the justification pointer of the transmitted move to point to the very first move of \( p \).

3. \text{next} = 1. Thus \( O \) is to move in \( p \). Let \( p' \in \text{Pos}(A \Rightarrow C) \) be a position extending \( p \) by a hypermove \( \mu \). So \( p \) has the following shape:

\[ P \quad O \]
\[ \vdots \]
\[ (E^*, \theta , \zeta \hat{\kappa}'') \quad (E^*, \mathbf{\cdot} , \zeta \hat{\alpha}''') \]
\[ \vdots \]
\[ (F^*, \mathbf{\cdot} , c_1 \ldots c_k) \]

where \( \zeta \) is an occurrence of \( \zeta \) 'dotted' in order to distinguish it from the original, and the \( c_i \) are the atomic actions of the compound action \( c_1 \ldots c_k \) constituting the second move of \( \mu \). (By Lemma 5.13 \( \mu \) consists in at most two moves, and we code the case of \( \mu \) a singleton with \( k = 0 \).) We have distinguished the live atomic actions \( b \) and \( a \) within the compound actions as those of the live atomic justification \( b \hat{\gamma} \gamma a \) behind the justification \( \zeta \hat{\kappa}'' \hat{\alpha}'' \).

Let \( b = \text{source}(b) \). There are three cases: (a) \( b \in \text{act}(q) \), (b) \( b \in \text{act}(r) \), and (c) \( b \in \text{act}(p) \). (Note that \( b = \text{dummy} \) (i.e., \( b = \mathbf{\cdot} \)) is impossible, since \( \mathbf{\cdot} \), being the action of a singleton arena, could not justify another action.)
(a) \( \hat{b} \in \text{act}(q) \). Let \( \hat{m} = (D, \phi, \hat{b}) \) be the move containing \( \hat{b} \). We copy \( a \) as a move \( \hat{m}_1 = (D, *, \hat{a}) \) justified by \( \hat{m} \), forming \( q' \):

\[
\begin{array}{c}
\begin{array}{ccc}
P & & O \\
\vdots & & \vdots \\
(\psi, \theta, \zeta) & \rightarrow & (\psi, *, \zeta) \\
\vdots & & (\psi, *, c_1 \ldots c_k)
\end{array}
\end{array}
\]

Set \( T(\hat{m}_1) = T(\hat{m}_1) \). Let \( \alpha = \text{ref}_p(\hat{a}) \). There are two cases: i. \( \alpha \in H + \text{OHo}(q') \), or ii. \( \alpha \in \text{PHo}(q') \).

i. \( \alpha \in H + \text{OHo}(q') \). Then \( \hat{m}_1 = (D, *, \hat{a}) \) completes a hypermove for \( O \). Put \( (q', \hat{r}, 2, \text{source'}) \in \text{Int}(A, B, C) \), where \( \text{source'} \) extends \( \text{source} \) by setting \( \text{source}(\hat{a}) = a \). (Note incidentally that if \( \alpha \in H \) then in fact \( \zeta'' = \zeta' \).

ii. \( \alpha \in \text{PHo}(q') \). Due to the conditions of being a well-formed interaction state (page 132), \( \text{ref}_p(\zeta \alpha \zeta''') \) is a \( P \)-hole \( \psi \alpha \psi' \) with \( \text{source}(\psi \alpha \psi') = \alpha \), and \( \hat{a} \) a copy (occurrence) of \( \alpha \). In order for \( \hat{a} \) to have referenced a \( P \)-hole, \( a \) must be the last live atomic action of \( \zeta \alpha \zeta''' \) (by construction of expansion). Let \( G = \text{store}(\alpha) \). Then by well-formedness of the interaction state \( \text{store}(\psi \alpha \psi') = G^* \), so in fact \( G = F \):

\[
\begin{array}{c}
\begin{array}{ccc}
P & & O \\
\vdots & & \vdots \\
\psi \alpha \psi' & \rightarrow & (\psi, *, \zeta) \\
\vdots & & (\psi, *, c_1 \ldots c_k)
\end{array}
\end{array}
\]
Since $\text{ref}_T(\hat{a}) = \alpha$, $O$ is obliged to open a thread on $F$. By definition of expansion, since $c_1 \ldots c_k$ is an opening (compound) action of $F^*$, we play the opening move $(F, *, \tilde{c}_1)$ for $\tilde{c}_1$ a fresh occurrence of $c_1$, forming $q''$: 

\[
\begin{array}{ccc}
P & O \\
\vdots & \vdots \\
\psi \alpha \psi' & \psi \alpha \psi' \\
F^* & (E^*, \theta, \zeta b \zeta') \quad (E^*, *, \zeta a \zeta'') \\
\vdots & \vdots \\
(F^*, *, c_1 \ldots c_k) & (F^*, *, c_1 \ldots c_k)
\end{array}
\]

This completes a hypermove for $O$. Put $(p', q'', r, 2, \text{source}') \in \text{Int}(A, B, C)$, where $\text{source}'$ extends $\text{source}$ by setting $\text{source}(\hat{a}) = a$ and $\text{source}(\tilde{c}_1) = c_1$. Set $T(F, *, \tilde{c}_1) = T(D, *, \tilde{a})$.

(b) $\hat{b} \in \text{act}(r)$. Exactly as the previous case, but with $r$ in place of $q$, hence adding $(p', q'', r, 3, \text{source}') \in \text{Int}(A, B, C)$.

(c) $\hat{b} \in \text{pi}(p)$. So $\hat{b}$ is part of a compound action $\xi \hat{b} \zeta' \in \text{act}(p)$. We 'copycat' $O$, defining $p'$ as:

\[
\begin{array}{ccc}
P & O & P \\
\vdots & \vdots & \vdots \\
(D, \phi, \hat{b}) & (D, *, \hat{a}) & (D, *, \hat{a}) \\
\vdots & \vdots & \vdots \\
(F^*, *, c_1 \ldots c_k) & (F^*, *, c_1 \ldots c_k)
\end{array}
\]

Just as $\zeta$ and $\hat{\zeta}$ are copies, so $\xi$ and $\hat{\xi}$ are copies, and $\hat{a}$ is a copy (fresh occurrence) of $a$. Define the store $\phi$ as follows. Since we have chosen the live atomic justification $b \phi a$ to 'copycat' the live atomic justification $\beta \phi a$, we have $\zeta b \zeta' \sim \hat{\zeta} a \hat{\zeta}''$. Thus, by Lemma 6.9, there is an isomorphism of holes $f : \text{Hol}(\hat{\zeta} a \hat{\zeta}''') \cong \text{Hol}(\xi b \zeta')$. Define $\phi(\beta) = (f(\beta), *)$, the singleton arena with action $*$ referencing the O-hole $f(\beta)$ of the $O$-move $(E^*, *, \zeta a \zeta'')$. Due to the typing of $\text{ref}_T'$, there are three subcases: i. $\text{ref}_T'(\hat{\zeta} a \hat{\zeta}'') \in \text{PHol}(p)$, ii. $\text{ref}_T'(\hat{\zeta} a \hat{\zeta}'') \in \text{OHol}(p)$, iii. $\text{ref}_T'(\hat{\zeta} a \hat{\zeta}'') \in H$.

i. $\text{ref}_T'(\hat{\zeta} a \hat{\zeta}'')$ is a $P$-hole, say $\varphi_1 a \varphi$ (see below). Then since we are in copycat threads, $\alpha$ has a source $\hat{a}$ in an earlier $O$-hole $\varphi_2 a \varphi$. In particular $k = 0$, since $\zeta a \zeta''$ references an $O$-hole, in other words $O$'s hypermove consists of a single compound action $\zeta a \zeta''$. Since $\hat{\zeta} a \hat{\zeta}''$ references a $P$-hole, $P$ is required to play an opening move on the polymorphic arena inside the hole. By well-formedness of the interaction state, the stored arena is the singleton arena
\[ \langle \varphi_2 \alpha \varphi, * \rangle. \text{ So we complete a hypermoves for } P \text{ by playing } *, \text{ the only possible action, to form } p''. \]

\[ O \quad P \quad O \quad P \quad O \quad P \]

\[ \ldots \quad \varphi_2 \alpha \varphi \quad \ldots \quad \langle *, \varphi_2 \alpha \varphi \rangle \quad \ldots \quad (G^*, *, \xi \zeta'') \quad \ldots \quad (E^*, \theta, \zeta \zeta'') \quad \ldots \quad (G^*, \phi, \xi \zeta'') \quad \ldots \quad ((*, \varphi_2 \alpha \varphi), \emptyset, *) \]

Add \((p'', q, r, 1, \text{source}')\) to \(\text{Int}(A, B, C)\), where \(\text{source}'\) extends \(\text{source}\) with \(\text{source}'(d) = a\), and \(\text{source}'(d) = d\) for the corresponding copies of live actions \(d \in \zeta''\) and \(d \in \zeta''\). Set \(T((*, \varphi_2 \alpha \varphi), \emptyset, *) = T(G^*, \phi, \xi \zeta'').\)

\[ \text{ii. ref}_p(\xi \zeta'') \text{ is an } O\text{-hole. The situation is similar to the previous case i, but this time it is } O \text{ who is obliged to play } *, \text{ rather than } P. \text{ P's hypermoves consists of the single action } \xi \zeta'' \]

\[ O \quad P \quad O \quad P \quad O \quad P \]

\[ \ldots \quad \varphi_2 \alpha \varphi \quad \ldots \quad \langle *, \varphi_2 \alpha \varphi \rangle \quad \ldots \quad (G^*, *, \xi \zeta'') \quad \ldots \quad (E^*, \theta, \zeta \zeta'') \quad \ldots \quad (G^*, \phi, \xi \zeta'') \quad \ldots \quad ((*, \varphi_2 \alpha \varphi), \emptyset, *) \]

Let \(p''\) be this extension of \(p'\). Add \((p'', q, r, 1, \text{source}')\) to \(\text{Int}(A, B, C)\), where \(\text{source}'\) is as in the previous case.

\[ \text{iii. ref}_p(\xi \zeta'') \text{ is a global hole } \alpha \in H:\]

\[ O \quad P \quad O \quad P \]

\[ \ldots \quad (G^*, *, \xi \zeta'') \quad \ldots \quad (E^*, \theta, \zeta \zeta'') \quad \ldots \quad (G^*, \phi, \xi \zeta'') \]

In this case both \(O\) and \(P\) 's last move complete hypermoves. Let \(p''\) be this extension of \(p'\). Add \((p'', q, r, 1, \text{source}')\) to \(\text{Int}(A, B, C)\), where \(\text{source}'\) is as in case i.
6.2 Interaction is well-defined

In this section we prove that the interaction algorithm is well-defined.

Technically, the following theorem is the cornerstone of the thesis, and is the culmination of all the auxiliary concepts in earlier chapters and sections, such as expansion, live atomic enabling, match, source, and so on. Due to the level of detail in the definition of the interaction algorithm, a lot of the work has already been done. The key case below is 1.(c).ii.A, the ‘team-response’ in p of P in q and P in r.

**Theorem 6.16** Interaction is well-defined. In other words, every sourced interaction state $\rho = (p, q, r, \text{next, source})$ added to the set $\text{Int}(A, B, C)$ of valid interaction states in Definition 6.15 is well-formed.

**Proof** By induction on length $|\rho|$, and by case analysis on the algorithm. The case enumerations below correspond to the cases in the algorithm. The base cases $|\rho| = 0$ and $|\rho| = 1$ are clearly well-formed. Throughout the sequel, “condition i” of an unqualified definition means “condition i of the definition of well-formed interaction state”. (The definition of well-formed interaction state is on page 132.)

1. (a) Because $m \triangleright m_1$, we have $b \vdash_D a$, so $(D', \psi, b) \triangleright m_1$. Since $m_1$ is an O-move, it stores no arenas, so the scope condition of being a hypersequence is satisfied.
   i. Condition 1 of well-formed interaction state is trivial. Condition 2 is verified since $b \triangleright a$ and $b \triangleright a$, with $b = \text{source}(b)$ and $a = \text{source}(a)$. Condition 3 is inherited from $\rho$, since $p$ is left unchanged. Condition 4 does not apply to $a$, the $m_1$, or $b$, since each are of depth strictly greater than 1.
   ii. We have to check conditions for the second O-move $(E, \mathit{*, d})$.
      A. All events take place in $q''$ alone, still at depth greater than 1, so all that remains is to verify condition 2. Condition 2 holds since $\text{source}(\check{e}) = e$ and both $e$ and $\check{e}$ are unjustified.
      B. Just as for $\Lambda$, the only condition of concern is condition 2. The interaction state now involves a move of $p$, since this time $\check{e} \in \text{Parent}(p)$. Since $e$ is unjustified, we must verify that the live atomic action $e$ of $d = \zeta e''$ is not live atomic justified. Because $\check{e}$ is a live atomic action, $e$ is not the first live atomic action of $d$. By definition of the live atomic actions of compound actions (section 4.4.3), only the first live atomic action of a sequence can be live atomic justified. Hence $e$ is not live atomic justified.

(b) Since $\text{depth}(e_c) = \text{depth}(e_e) = \text{depth}(d) = \text{depth}(e) = 1$, condition 1 is satisfied. Condition 2 does not apply to the new moves of $q'$ and $r'$ since $k = 0$.
   i. The addition of the copied O-move $(E, \check{e}, \check{g})$ is analogous to case (a)ii.A.
   ii. The addition of the copied O-move $(E, \check{e}, \check{g})$ is analogous to case (a)ii.B.
   iii. By construction, this case of the algorithm reduces to case A or case B (by ‘back-chaining’ along the $l_i$ and $l_i$). Thus well-formness is inherited from A and B. (Note how crucial the copycat condition is in this step of the algorithm, which ensures that every action of the ‘chain’ reference $\beta_c$.)

(c) i. This case is familiar from first-order ($\lambda$-calculus) interaction. The only addition to $\rho$ is the unjustified opening move $(A \Rightarrow B, \check{e}, \check{e})$ of $A \Rightarrow B$. Since $\text{depth}(\check{e}) = \text{depth}(e) = 1$, conditions 1 and 2 are satisfied. Condition 3 does
not apply, since no holes have been added to $PHol(p)$. Condition 4(a) holds since we defined $T(m_1) = T(m_1)$. Condition 4(b) holds since $m_1$ is unjustified. Conditions 4(c) and 4(d) do not apply.

ii. A. First we must show that the hypermove $\nu$ is well-defined, i.e., that $p' = \nu w \in Pos(A \Rightarrow C)$. We start by showing that

$$\zeta_1 \dot{b} \zeta_2 \vdash_{E^*} \zeta_1 \dot{a} \hat{\zeta}_2,$$

i.e., that the first action of $\nu$ is justified by $\zeta_1 \dot{b} \zeta_2$ in the location $E^*$. In particular, $\zeta_1 \hat{a} \hat{\zeta}_2$ is indeed an action of $E^*$, which is not obvious. By inductive hypothesis, since $p$ is a well-formed interaction state, $E^*$ is the location of the justifier $\zeta_1 \dot{b} \zeta_2$ of $\zeta_1 \hat{a} \hat{\zeta}_2$. By definition of full expansion (page 131),

$$E^* = \text{rename}(\text{lookup}^*(E)),$$

with rename in the definition determined by source on $OHol(q) + OHol(r)$, and $w' \geq w$, where $w$ is the index appearing in

$$\zeta_1 \dot{b} \zeta_2 = \zeta_1 \dot{b}[h_1] \ldots [h_w].$$

Recall the definition of enabling for compound actions (page 59):

$$f \eta \vdash_{o^*(K)} f' \eta' \iff f \vdash_K f' \text{ and } \eta = \eta'$$
$$f \eta \vdash_{o^*(K)} f' \eta' g' \iff f \vdash_K f' \text{ and } \eta = \eta' \text{ and } \vdash g'$$
$$f \eta g \vdash_{o^*(K)} f' \eta' \iff f \vdash_K f' \text{ and } \eta g = \eta' \text{ and } \vdash g$$
$$f \eta g \vdash_{o^*(K)} f' \eta' g' \iff \begin{cases} f \vdash_K f', \eta g = \eta', \vdash g \text{ and } \vdash g', \\ g \vdash g' \text{ and } f \eta = f' \eta' \end{cases}$$

In order to show

$$\zeta_1 \dot{b} \zeta_2 \vdash_{E^*} \zeta_1 \dot{a} \hat{\zeta}_2,$$

we start by showing

$$\zeta_1 \dot{b} \vdash_{\text{lookup}^*(E_0)} \zeta_1 \dot{a},$$

where $E_0 = (\text{lookup}^*)w''(E)$ and $w'' = w' - w - 1$. (If $\zeta_1 = \epsilon$ then trivially $\zeta_1 \dot{b} = \zeta_1 \dot{a}$ since $b \vdash \dot{a}$, and our arguments later still apply.)

First we must show that $\zeta_1 \dot{a}$ is indeed an action of $\text{lookup}^*(E_0)$. Recall the definition of the actions of an expanded arena (page 59):

$$Act_{o^*(K)} = \{ f \eta : \eta \in \text{trails}_o(f) \text{ and } \text{ref}_K(f) \not\in \text{dom}(\phi) \} \cup \{ f \eta g : \eta \in \text{trails}_o(f), \text{ref}_K(f) \in \text{dom}(\phi), \text{ and } g \in Act_{\phi[\text{ref}_K(f)]} \}$$

Since $(E^*, \zeta_1 \dot{b} \zeta_2)$ is in $p$, by inductive hypothesis $\zeta_1 \dot{b} \zeta_2$ is an action of $E^*$, and so $\zeta_1 \dot{b}$ is an action of $\text{lookup}^*(E_0)$. Since $\dot{b} = \text{source}(b)$, by the typing of source the atomic action $\dot{b}$ is a live atomic action. Hence $\zeta_1 \dot{b}$ arises as an action of $\text{lookup}^*(E_0)$ via the second set in the union, i.e., with $K = E_0$, $\phi = \text{lookup}$, $\zeta_1 = f \eta$, and $g = \dot{b}$. Thus by taking $g = \dot{a}$ in the same expression, we obtain $\zeta_1 \dot{a}$ as an action of $\text{lookup}^*(E_0)$, as required.
6.2. INTERACTION IS WELL-DEFINED

Since \((D, \star, b) \cap (D, \phi, a)\) in \(q'\) (and \(q'\) is by induction hypothesis a play), we have \(b \vdash_D a\). Thus by the fourth case in the definition of enabling quoted above, with \(f \eta = f' \eta' = \zeta_1\), \(g = b\), and \(g' = \tilde{a}\) (and hence with the second clause of the “or” on the right hand side),

\[
\zeta_1 b \vdash \text{lookup}^*(E_0) \quad \zeta_1 \tilde{a}.
\]

Recall that

\[
\begin{align*}
\zeta_1 b \zeta_2 &= \zeta_1 b \eta_1 [b_1] \ldots \eta_w [b_w] \\
\zeta_1 \tilde{a} \zeta_2 &= \zeta_1 \tilde{a} \eta_1 [b_1] \tilde{a}_2 \ldots \eta_{x-1} [\tilde{a}_{x-1}] \tilde{a}_1 \eta_{x+1} [b_{x+1}] \ldots \eta_w [b_w]
\end{align*}
\]

For \(j = 0, \ldots, w\) define \(\sigma_j\) and \(\bar{\sigma}_j\) by

\[
\begin{align*}
\zeta_1 b \sigma_j &= \sigma_j \eta_{j+1} \ldots [b_w] \\
\zeta_1 \tilde{a} \bar{\sigma}_j &= \bar{\sigma}_j \eta_{j+1} \ldots [b_w]
\end{align*}
\]

(So \(\sigma_0 = \zeta_1 b\) and \(\bar{\sigma}_0 = \zeta_1 \tilde{a}\). Define \(E_j = (\text{lookup}^*)^j(E_0)\). Having just shown that \(\sigma_0 \vdash \text{lookup}^*(E_0) \bar{\sigma}_0\), we now show that

\[
\sigma_{j-1} \vdash \text{lookup}^*(E_{j-1}) \bar{\sigma}_{j-1} \Rightarrow \sigma_j \vdash \text{lookup}^*(E_j) \bar{\sigma}_j,
\]

hence by induction

\[
\sigma_w \vdash \text{lookup}^*(E_w) \bar{\sigma}_w
\]

i.e.,

\[
\zeta_1 b \sigma_w \vdash_{E^*} \zeta_1 \tilde{a} \bar{\sigma}_w,
\]

our objective 6.1.

Suppose

\[
\sigma_{j-1} \vdash \text{lookup}^*(E_{j-1}) \bar{\sigma}_{j-1}.
\]

Our goal is to deduce

\[
\sigma_j \vdash \text{lookup}^*(E_j) \bar{\sigma}_j.
\]

We start by showing that

\[
\sigma_j, \bar{\sigma}_j \in \text{lookup}^*(E_j)
\]

Since \(\zeta_1 b \zeta_2\) is in \(p\), \(\sigma_j \in \text{lookup}^*(E_j)\). By inductive hypothesis \(\bar{\sigma}_{j-1} \in E_j = \text{lookup}^*(E_{j-1})\). We show that

\[
\bar{\sigma}_j \in \text{lookup}^*(E_j)
\]

by appealing once more to the definition of the actions of an expanded arena:

\[
\text{Act}_{\text{lookup}^*(E_j)} = \{ f \eta : \eta \in \text{trails}_{\text{lookup}}(f) \text{ and } \text{ref}_{E_j}(f) \notin \text{dom}(\text{lookup}) \} \\
\quad \cup \{ f \eta g : \eta \in \text{trails}_{\text{lookup}}(f), \text{ref}_{E_j}(f) \in \text{dom}(\text{lookup}), \text{ and } g \in \text{Act}_{\text{lookup}(\text{ref}_{E_j}(f))} \}
\]
6.2. Interaction is Well-Defined

Define $\bar{a}_{ij} = \text{ref}(a_{ij})$. We shall require the following facts:

$$
\bar{a}_{ij} \in O\text{Hol}(q) + P\text{Hol}(r) \quad (6.5)
$$

$$
\text{ref}(a_{ij}) \text{ is global} \quad (6.6)
$$

$$
\text{source}(\bar{a}_{ij}) \in P\text{Hol}(q) + P\text{Hol}(r) \quad (6.7)
$$

$$
\bar{a}_{i,x} \in P\text{Hol}(\bar{a}_{1,x}) \quad (6.8)
$$

where $1 \leq j < x_1$. (We relegate the proofs to the end of this section.)

We consider two cases: (1) $j \leq x_1$, and (2) $j > x_1$.

(1) $j \leq x_1$. So by definition of $\bar{\sigma}_j$,

$$
\bar{\sigma}_j = \bar{\sigma}_{j-1} \eta_j[\bar{b}_j]\bar{a}_{ij}. 
$$

By definition of references in an expansion (page 60),

$$
\text{ref}_{E_j}(d\eta) = \begin{cases} 
\text{ref}(d) \eta' & \text{if ref}(d) \text{ is local} \\
\text{ref}(d) & \text{if ref}(d) \text{ is global}
\end{cases}
$$

$$
\text{ref}_{E_j}(d\eta e) = \begin{cases} 
\{ d \eta \text{ref}(e) \} & \text{if ref}(e) \text{ is local} \\
\{ \text{ref}(e) \} & \text{if ref}(e) \text{ is global}
\end{cases}
$$

where $\eta' = [\eta, \text{act}_{E_{j-1}}(\text{ref}(d)), \bar{d}]$ (defined on page 60). Since

$$
\bar{\sigma}_{j-1} = \bar{\sigma}_{j-2} \eta_{j-1}[\bar{b}_{j-1}]\bar{a}_{i(j-1)},
$$

taking $d = \bar{\sigma}_{j-2}$, $\eta = \eta_{j-1}[\bar{b}_{j-1}]$ and $e = \bar{a}_{i(j-1)}$ in the definition of reference, we obtain

$$
\text{ref}_{E_j}(\bar{\sigma}_{j-1}) = \text{ref}(\bar{a}_{i(j-1)})
$$

In the conditional of the definition of reference, the bottom case ($\text{ref}(\bar{a}_{i(j-1)})$ is global) applies, since earlier we defined

$$
\bar{a}_{i(j-1)} = \text{ref}(\bar{a}_{i(j-1)}),
$$

and $\bar{a}_{i(j-1)}$ is global by fact 6.6.

Recall that

$$
\text{Act}_{\text{lookup}}(E_j) = \{ f\eta : \eta \in \text{trails}_{\text{lookup}}(f) \text{ and } \text{ref}_{E_j}(f) \notin \text{dom}(\text{lookup}) \}
$$

$$
\cup \{ f\eta g : \eta \in \text{trails}_{\text{lookup}}(f), \text{ref}_{E_j}(f) \in \text{dom}(\text{lookup}), \text{ and } g \in \text{Act}_{\text{lookup}}(\text{ref}_{E_j}(f)) \}
$$

By taking $f = \bar{\sigma}_{j-1}$, $\eta = \eta_j[\bar{b}_j]$, and $g = \bar{a}_{ij}$, since

$$
\bar{\sigma}_j = \bar{\sigma}_{j-1} \eta_j[\bar{b}_j]\bar{a}_{ij},
$$

we obtain $\bar{\sigma}_j \in \text{Act}_{\text{lookup}}(E_j)$ as required. Note that

$$
\text{ref}_{E_j}(f) \in \text{dom}(\text{lookup})
$$

holds because

$$
O\text{Hol}(q) + P\text{Hol}(r) \subseteq \text{dom}(\text{lookup})
$$
and (as we showed just above)

\[ \text{ref}_{E_j}(f) = \alpha_{1(j-1)} \]

and by fact 6.5,

\[ \alpha_{1(j-1)} \in OHol(q) + PHol(r). \]

The condition

\[ g = \alpha_{1j} \in \text{Act}_{\text{lookup}(\text{ref}_{E_j}(f))} \]

holds because of the following argument. Since

\[ \text{ref}_{E_j}(f) = \alpha_{1(j-1)} \]

we have

\[ \text{lookup}(\text{ref}_{E_j}(f)) = \text{lookup}(\alpha_{1(j-1)}). \]

By definition of \text{lookup} (page 130), since \( \alpha_{1(j-1)} \in OHol(q) \),

\[ \text{lookup}(\alpha_{1(j-1)}) = \text{store(source}(\alpha_{1(j-1)})). \]

Now because of the ‘linebreak’ construction, \( \alpha_{1(j-1)} = \alpha_{ij} \) for some \( i_j \geq 1 \), and (refer to the two diagrams following “Recursion step” of page 146) by definition \( \alpha_{ij} \) is immediately below \( \hat{\epsilon}_{ij} \). Since \( \text{ref}(\hat{\epsilon}_{ij}) = \alpha_{ij} \), and by definition \( \alpha_{ij} = \text{source}(\alpha_{ij}) \) and \( \alpha_{ij} = \alpha_{1(j-1)} \), we have

\[ \text{ref}(\hat{\epsilon}) = \text{source}(\alpha_{1(j-1)}). \]

Thus \( \alpha_{1(j-1)} \) is an opening action of \( \text{lookup}(\text{ref}_{E_j}(f)) \), so in particular

\[ \alpha_{1j} \in \text{Act}_{\text{lookup}(\text{ref}_{E_j}(f))} \]

as required. Thus we have completed case (1) \( j \leq x_1 \) of subgoal 6.4.

(2) \( j > x_1 \). This is analogous to case (1). Instead of using the \( f \eta g \) component of \( \text{Act}_{\text{lookup}^\varphi(E_j)} \), we use the \( f \eta \) component. Fact 6.8 plays the same role in the verification that \( f \eta \in \text{Act}_{\text{lookup}^\varphi(E_j)} \) as fact 6.5 played in (1) in verifying \( f \eta g \in \text{Act}_{\text{lookup}^\varphi(E_j)} \).

So we have completed subgoal 6.4. To complete goal 6.1, all that remains is to verify 6.2:

\[ \sigma_{j-1} \vdash_{\text{lookup}^\varphi(E_{j-1})} \sigma_{j-1} \Rightarrow \sigma_j \vdash_{\text{lookup}^\varphi(E_j)} \sigma_j. \]

Recall once again the definition of enabling of compound actions:

\[
\begin{align*}
  f\eta & \vdash_{\varphi^*(K)} f'\eta' & \iff f \vdash_K f' \text{ and } \eta = \eta' \\
  f\eta & \vdash_{\varphi^*(K)} f'\eta g' & \iff f \vdash_K f' \text{ and } \eta = \eta' \text{ and } g' \\
  f\eta g & \vdash_{\varphi^*(K)} f'\eta' & \iff f \vdash_K f' \text{ and } \eta g = \eta' \text{ and } g \\
  f\eta g & \vdash_{\varphi^*(K)} f'\eta g' & \iff \begin{cases} f \vdash_K f', \eta g = \eta', g \text{ and } g' \text{, or} \\ g \vdash g' \text{ and } f\eta = f'\eta' \end{cases}
\end{align*}
\]

We break into the same two conditions, (1) \( j \leq x_1 \) and (2) \( j > x_1 \).
6.2. Interaction is Well-Defined

(1) \( j \leq x_1 \). Thus

\[
\sigma_{j-1} \vdash_{\text{lookup}(E_{j-1})} \bar{\sigma}_{j-1} \Rightarrow \sigma_j \vdash_{\text{lookup}(E_j)} \bar{\sigma}_j.
\]

is

\[
\sigma_{j-1} \vdash_{E_j} \bar{\sigma}_{j-1}
\]

\[
\Rightarrow \sigma_{j-1} \eta_j [b_j] \vdash_{\text{lookup}(E_j)} \bar{\sigma}_{j-1} \eta_j [b_j] \alpha_{i,j}
\]

and so we appeal to line 2 of the definition of enabling of compound actions, with \( f = \sigma_{j-1} \), \( K = E_j \), \( f' = \sigma_{j-1} \), \( \eta = \eta_j [b_j] \) and \( \eta' = \eta_j [b_j] \alpha_{i,j} \), and \( \phi = \text{lookup} \).

(2) \( j > x_1 \). Thus

\[
\sigma_{j-1} \vdash_{\text{lookup}(E_{j-1})} \bar{\sigma}_{j-1} \Rightarrow \sigma_j \vdash_{\text{lookup}(E_j)} \bar{\sigma}_j.
\]

is

\[
\sigma_{j-1} \vdash_{E_j} \bar{\sigma}_{j-1}
\]

\[
\Rightarrow \sigma_{j-1} \eta_j [b_j] \vdash_{\text{lookup}(E_j)} \bar{\sigma}_{j-1} \eta_j [b_j]
\]

and so we appeal to line 1 of the definition of enabling of compound actions, with \( f = \sigma_{j-1} \), \( K = E_j \), \( f' = \sigma_{j-1} \), \( \eta = \eta_j [b_j] \) and \( \eta' = \eta_j [b_j] \), and \( \phi = \text{lookup} \).

Thus we have proved our goal

\[
\zeta_1 \hat{\zeta}_2 \vdash_{E^*} \zeta_1 \hat{\zeta}_2,
\]

The verification of the first move of \( \nu \) was the tough case. For \( i = 2, \ldots, y \),

\[
to verify that s_i \in \text{Act}^{op}_i \] is essentially the same, though simplified by the fact that each of the \( \eta_j \) are empty. The location \( L_i = D^o_i \) are well-defined as \( \text{store}(\text{ref}(s_i)) \), since for any compound action \( d, \text{ref}(d) \) is (by definition) determined by the last atomic live action of \( d \). The copycat rule (required for \( p' \) to be a play) is satisfied because the copycat rule is satisfied at every step of "Recursion step" (from page 146): in cases (1) and (2) \( \text{ref}(a_{i+1,k_{i+1}}) = \text{ref}(\hat{c}_{i+1}) = \alpha_{i+1} \), and in (3) \( \text{ref}(\hat{c}_{i+1}) = \text{ref}(\hat{c}_{i+1}) = \alpha_{i+1} \).

Finally, we must return to prove facts 6.5–6.8. (Refer to the diagrams in cases (1), (2), and (3) of "Recursion step", page 146.)

(6.5) \( \alpha_{i,j} \in \text{OHol}(q) + \text{PHol}(r) \). Since \( j < x_1 \), the recursion has not

\[
terminated. Thus in the paragraph "Recursion step" (page 146), \( \alpha_i \in \text{OHol}(q) + \text{OHol}(r) \) holds.
\]

(6.6) \( \text{ref}(\hat{a}_{i,j}) \) is global. By definition of ‘linebreak’ in construction of \( s \) and, in particular, \( s_1 \), we have \( \hat{a}_{i,j} = \alpha_{i,j} \) for some \( i_j \geq 1 \), so \( \text{ref}(\hat{a}_{i,j}) = \alpha_{i,j+1} \). (Refer to the diagrams of cases (1) and (2) of the recursion.) By the previous fact (if \( \alpha_{i,j+1} \) is not already
because of the termination condition $\alpha_{i_j + 1} \in H$, for $i_j + 1$ maximal $\alpha_{i_j + 1}$ is an $O$-hole. Now the only way an opening $P$-move (viz. $a_{i_j}$) can reference an $O$-hole (viz. $\alpha_{i_j + 1}$) is if that $O$-hole is global, since there are no $O$-holes in the thread of an opening action.

(6.7) $\text{source}(\overline{a}_{i_j j}) \in PHol(q) + PHol(r)$. Because $j < x_1$, the recursion is not yet terminated, so the condition $\text{source}(\alpha_{i_j}) \in PHol(q) + PHol(r)$ of the paragraph “Recursion step” (page 146) holds.

(6.8) $\overline{a}_{i_{x_1}} \in PHol(\overline{a}_{i_{x_1}})$. Since $\overline{a}_{i_{x_1}}$ is the last action $a_{i_{x_1}}$ of $s_1$, by definition of the ‘linebreak’ condition, the next action of $s$ must be $a_{i_{x_1} + 1}$, and hence $k_{i_{x_1}} > 1$. Thus (refer to the diagrams of cases (1) and (2) of the recursion) there are at least two actions beneath $\overline{c}_{x_1 - 1}$, and in particular $a_{i_{x_1} - 1}$ must reference a $P$-hole.

B. By construction, this case is merely the extension of case A with an additional $\bullet$-move. Since this is a $\bullet$-move, conditions 1, 2, and 4 are immediate. Condition 3(a) does not apply, and condition 3(b) holds by construction of the stored singleton arenas.

2. This case was by construction case 1 with $q$ and $r$ swapped, so the same correctness argument carries through (with $q$ and $r$ swapped).

3. (a) i. If $\text{depth}(\zeta h') = 1$, then $E^* = A \Rightarrow B$ and $D = B \Rightarrow C$. So since $b \rightarrow 0 a$, $\text{depth}(a) = 1$. Condition 2 holds, because $b \rightarrow 0 a$ and $b \rightarrow 0 a$. Condition 3 is vacuous, since we are not adding any new $P$-moves to $\rho$. Condition 4 holds trivially.

ii. With the addition of the move $(F, *, \hat{c}_1)$, since $\text{depth}(\hat{c}_1) > 1$, the only case of concern is condition 2. This holds since both $c_1 \ldots c_k$ and $\hat{c}$ are unjustified.

(b) By definition, this case parallels case (a).

(c) For each of i, ii., the reasoning is the same as case 1.(c).ii.B. Case iii. is immediate, since no additional $\bullet$-move has been played.

\[\Box\]

6.3 Composition

Having defined the interaction algorithm in the previous section, we are ready to derive from it the composition of strategies.

**Definition 6.17** Given polymorphic arenas $A, B, C$ over a common set of holes $H$ and strategies $\sigma : A \rightarrow B$ and $\tau : B \rightarrow C$, their composite $\sigma; \tau : A \rightarrow C$ is defined as the set of positions

\[
\{ p : (p, q, r, \text{next}, \text{source}) \in \text{Int}(A, B, C), \quad \tau q \sqsubseteq \tau r \sqsubseteq \sigma \}
\]

in $A \rightarrow C$.

We must verify that $\sigma; \tau$ is a well-defined strategy.

**Proposition 6.18** The composite $\sigma; \tau \subseteq \text{Pos}(A \Rightarrow C)$ as defined above is a strategy for $A \Rightarrow C$.
6.3. COMPOSITION

**Proof** We must verify that \( \sigma; \tau \) is non-empty, prefix-closed, \( P \)-deterministic and \( O \)-contingent complete. It is non-empty because \((e, e, e, 1, e) \in \text{Int}(A, B, C)\). It is prefix-closed because the set of valid interaction states was built up inductively on length. \( P \)-determinism is inherited from the \( P \)-determinism of \( \sigma \) and \( \tau \), because every move played by \( P \) in \( p \) was the aggregate of actions each with source a \( P \)-move in \( q \) or \( r \), together with copy-cat actions, which are deterministic. \( O \)-contingent completeness comes from the fact that every time \( \text{next} = 1 \) in the interaction algorithm, we allowed every possible \( O \)-move extending \( p \).

\[ \square \]

**Proposition 6.19** Composition of strategies is associative.

**Proof** Because parallel composition of processes is associative. Given strategies \( \sigma : A \rightarrow B \), \( \tau : B \rightarrow C \) and \( \nu : C \rightarrow D \), define valid interaction states \( \rho = (p, q, r, s, \text{next}, \text{source}) \in \text{Int}(A, B, C, D) \) analogously to \( \text{Int}(A, B, C) \), with \( p \in \text{Pos}(A \Rightarrow D) \), \( p \) a play on \( (A \Rightarrow D) \), \( q \) a play on \( (B \Rightarrow C) \), and \( r \) a play on \( (A \Rightarrow B) \). Define \( \sigma; \tau; \nu \) as the set of positions

\[ \{ p : (p, q, r, \text{next}, \text{source}) \in \text{Int}(A, B, C), \ (q^n \in \nu, r^n \in \tau \text{ and } s^n \in \sigma \} \]

Since the interaction algorithm merely copies moves around, both \( \sigma; \tau; \nu \) and \( \sigma; (\tau; \nu) \) are equal to \( \sigma; \tau; \nu \).

\[ \square \]

6.3.1 Identities

Given a polymorphic arena \( A \in \mathcal{PA}_H \), the identity strategy \( \text{id}_A \) on \( A \Rightarrow A \) is a copycat strategy. Distinguish the input and output components of \( A \Rightarrow A \) by writing subscripts: \( (A \Rightarrow A) = (A_1 \Rightarrow A_2) \). Given an action or hole \( \theta \) in \( A_1 \), write \( \overline{\theta} \) for the corresponding action or hole in \( A_2 \), and vice versa.

We define \( \text{id}_A \subseteq \text{Pos}(A_1 \Rightarrow A_2) \) in stages. On the depth 1 actions, things are exactly as in the Hyland/Ong definition of an identity strategy:

\[
\begin{array}{ccccccccc}
O & P & O & P & O & P & O & P & P \\
\overline{a_1} & \overline{a_1} & \overline{a_2} & a_2 & a_3 & \overline{a_3} & \overline{a_4} & a_4
\end{array}
\]

First, define \( S \subseteq (\text{Act}_{A_1} + \text{Act}_{A_2})^* \) to consist of sequences \( s \) of actions from \( A_1 \) and \( A_2 \) such that

\[
s = s'ab \Rightarrow \begin{cases} b = \overline{a} & \text{ if } |s| \text{ is even} \\ a \vdash b & \text{ if } |s| \text{ is odd} \end{cases}
\]

where \( a \vdash b \) stands for \( a \vdash_{A_1} b \) or \( a \vdash_{A_2} b \) depending on whether \( a \) is in \( A_1 \) or \( A_2 \).

For each \( s \in S \) add justification pointers \( \Box : s \rightarrow s \) by defining \( \Box(a) \) to be the predecessor of \( a \) if \( a \) is in position \( 2, 3, 5, 7, 9, \ldots \), or the action three before \( a \) if \( a \) occurs in position \( 4, 6, 8, \ldots \).

Now turn each action \( a \) of \( s \) into a move \( (A_1 \Rightarrow A_2)_{\Box} \) as follows. If \( a \) is in odd position, then define \( \phi \) to be constantly \( \ast \). If \( a \) is in even position, so that the preceding move in \( s \) is a copy \( \overline{a} \) of \( a \) in the opposite copy of \( A_1 \), for each \( a \in \text{Hol}_A(a) \) define \( \phi : \text{Hol}_A(a) \rightarrow \mathcal{PA} \) by \( \phi(a) = (\overline{a}, \ast) \), the singleton polymorphic arena referencing \( \overline{a} \). In other words, \( P \) ‘copies’ the hidden contents of \( O \)-holes by storing singleton polymorphic arenas referencing the corresponding holes.
6.3. COMPOSITION

The final step is to turn the justified sequence of moves into a play of $A_1 \Rightarrow A_2$. To do so, we shall add a move $\bullet$ underneath some of the $P$-moves (where $\bullet$ is the action of all the stored singleton arenas), in order to form two-move $P$-hypermoves. Specifically: whenever the reference $\text{ref}_p(a)$ of an action is a $P$-hole of $s$, add the move $\bullet$ underneath $a$. Note that the copycat condition is satisfied because of the $\bullet$ moves, and the identity is clearly a winning strategy.

Given a strategy $\sigma : A \Rightarrow B$, the composite $id_A; \sigma$ is $\sigma$, as is $\sigma; id_B$. At the level of actions, this is for the usual reason in game semantics, that 'copying does nothing'. Likewise at the level of stored arenas: $P$ copies the * contents of $O$ holes as his own stored arenas.

6.3.2 Winning strategies compose

PROPOSITION 6.20 The composition of winning strategies is winning.

Proof Suppose $\sigma : A \rightarrow B$ and $\tau : B \rightarrow C$ are winning strategies, in other words, both $\sigma$ and $\tau$ are total and finite. We show a contradiction when (i) $\sigma; \tau : A \rightarrow C$ is infinite, and (ii) $\sigma; \tau : A \rightarrow C$ is not total. To make the arguments easier to follow, we first consider (1) the case when $A$, $B$, and $C$ have no local holes, and then (2) the general case.

(1) Suppose that $A$, $B$ and $C$ have no local holes, and that $\sigma; \tau : A \rightarrow C$ is infinite. Every strategy is finitely branching (by Lemma 5.9, and the fact that it is finitely branching at $P$-hypermoves because of $P$-determinism), so by König's lemma there must be an infinite sequence of positions $p_0 \sqsubset p_1 \sqsubset p_2 \sqsubset \ldots$. Correspondingly, by definition of composition, there must be an infinite sequence of valid interaction states $\rho_0 \sqsubset \rho_1 \sqsubset \rho_2 \sqsubset \ldots$ in $\text{Int}(A, B, C)$. Let $p_i = (p_1, q_i, r_i, \text{next}_i, \text{source}_i)$, and define $\rho = (p, q, r, \text{next}, \text{source})$ to be the infinite interaction state that is the limit of the $\rho_i$.

Since $A$, $B$ and $C$ have no local holes, every hypermove of $p$, $q$ and $r$ consists in a single move, which in turn consists in an action with no storage of arenas. Hence the source of $\text{source}(a)$ of every $P$-action $a$ of the infinite position $p$ is either in $q$ or $r$. So since every $P$-action is the direct result of a $P$-action in $q$ or $r$, (at least) one of the plays $q$ or $r$ must be infinite. Without loss of generality, suppose $q$ is infinite.

Since $q$ is infinite and $\tau$ is finite, some view $v \in \tau$ must recur an infinite number of times. In other words, there exists an infinite increasing sequence of indices $i_1 < i_2 < i_3 < \ldots$ such that $\gamma_q^{i_j} = v$. Write $a_i$ for the last action of $q_i$. Since the last action of a play is by definition in the view, $a_{i_j} = a$ for $a$ the last action of the position $v$. Note that $a_{i_h}$ is the only of the $a_{i_j}$ that appears in the view $\gamma_q^{i_j}$. For suppose $a_{i_h}$ is in $\gamma_q^{i_l}$ for $l < h$. Then $\gamma_q^{i_h} = \gamma_q^{i_{l'}} \cdot s \cdot a_{i_h}$ for some subsequence $s$ of the actions between $a_{i_l}$ and $a_{i_h}$, hence $v = v \cdot s \cdot a_{i_h}$, a contradiction.

For $a_{i_j}$ not to appear in $\gamma_q^{i_{j+1}}$, it must be deleted in the process of taking the view. By definition of the view algorithm, there must be an $O$-pointer 'skipping' over $a_{i_j}$. More precisely, there exists an $O$-action $b_j$ and a $P$-action $b'_j$ such that $b_j \prec b_j$ and $b'_j < a_{i_j} < b_j < a_{i_{j+1}}$.

The only way for an $O$-action $b$ of the play $q_i$ (hence of $q$) to have a non-trivial justification pointer, i.e., to be justified not by the preceding $P$-move, but an earlier one, is if $b$ is an action-occurrence in $q$ and $a$ is merely an action of $B \Rightarrow C$.

\footnotetext[3]{Note that this equality $a_{i_j} = a$, $a_{i_j}$ is an action-occurrence in $q$ and $a$ is merely an action of $B \Rightarrow C$.}

\footnotetext[4]{Similar to the action-occurrence/action distinction, we consider $\gamma_q^{i_{h}}$ as a subsequence of $q_{i_h}$ (and hence of $q$), rather than 'forgetting where its actions came from' and regarding it merely as an element of $\text{Pos}(B \Rightarrow C)$. So it makes sense to ask whether some action of $q_{i_h}$ (and hence of $q$) appears in $\gamma_q^{i_{h}}$ or not.

}
action of $^6B$. This is because of the following reasoning. Certainly $b$ is $^6$ either in $B$ or $C$. If it is in $C$, then source($b$) was in $p$. $O$’s pointers are by definition trivial in $p$ (because $p$ is a position, rather than a play), and by the definition of the interaction algorithm on $O$-moves in $p$, when $b$ is passed across to $q$, it is provided with the corresponding trivial pointer there. Hence $b$ must have been in $B$.

Thus we have found an infinite subsequence $b_0 < b_1 < b_2 < \cdots$ of actions in $q$ all of which are $^5$ in $B$. Since $B$ is finite, one of the actions $b$ of $B$ must occur infinitely often. In other words, there exist $j_0 < j_1 < j_2 < \cdots$ such that $^6b_{j_i} = b$ for $i \geq 0$.

Without loss of generality, the enabling action $\theta$ of $b$ in $B \Rightarrow C$ occurs only finitely often. Otherwise take $b = \theta$, and repeat. (This terminates because there are finitely many actions $\theta'$ in $B$ such that $^6\theta' \vdash_B b$. Also, note in passing that $\theta \in Act_C \times Act_B + Act_C$ if and only if $b$ is an opening action of $B$.) Since there are an infinite number of occurrences of $b$ in $q$ and only a finite number of occurrences of $b'$, one of the occurrences of $\theta$ must justify an infinite number of occurrences of $b$. Now by Martin Hyland’s result on timewasting for dialogue games and innocent strategies (quoted in [NO]), necessarily there are an infinite number of distinct views in $q$. (The timewasting result applies because, in the interaction algorithm every move by $\sigma$ and $\tau$ was based on the view in $A \Rightarrow B$ or $B \Rightarrow C$ alone, so each of $\sigma$ and $\tau$ are playing innocently in $B$.) The infinite number of distinct views in $q$ contradicts the finiteness of $\sigma$.

(iii) Suppose that $A$, $B$, and $C$ have no local holes, and that $\sigma; \tau : A \Rightarrow C$ is not total. Then $p$ is finite, and is terminated by an $O$ action $a$, with timestamp $i$. So after timestamp $i$ there are no further moves by $\sigma$ in $A$ or by $\tau$ in $C$. Thus $\sigma$ and $\tau$ engage in ‘infinite chit-chat’ between $p$ and $q$.

(2) Suppose that $\sigma; \tau : A \Rightarrow C$ is infinite. Recall that the depth of a hypermove $m_1 \ldots m_k$ in a hypersequence is the depth of the row in which the first move $m_1$ appears when we display $h$ (the formal definition was Definition 5.3.2, page 69). Then there are two cases: (a) there are an infinite number of moves in $p$ of depth 1, or (b) after a final depth 1 move $m$, every move of $p$ is of depth 2 or more.

In case (a), by Lemma 5.10 every move at depth 1 is located in $A \Rightarrow C$, so there are an infinite number of moves in $A \Rightarrow C$. So then we apply (ii) to reach a contradiction.

Suppose case (b) applies. In the interaction algorithm, $P$-moves $m$ in $p$ of depth 2 or more arise in one of two ways: (A) by copycat (when source($m$) is in $p$), or (B) by $\sigma$ or $\tau$ (when source($m$) is in $q$ or $r$).

Claim. An infinite number of $P$-moves of $p$ are of type (B).

Proof of claim. Suppose only finitely many moves of $p$ arise from $\sigma$ or $\tau$. Then after some move $n$, every $P$-move is a copycat move. The only polymorphic arenas stored by $P$ in such copycat moves are singletons, so the size of the playing area remains constant after $n$. So since $P$ is playing copycat to $O$, who always justifies by the immediately preceding move, $O$ will eventually reach the leaf of an arena. When $P$ copies this leaf action in his next move, $O$ will have been run out of moves. So $p$ is prefix-maximal, contradicting finiteness. (QED Claim)

Since there are an infinite number of moves of type (B), i.e., transmissions from $\sigma$ or $\tau$, one of $q$ or $r$ is infinite. Without loss of generality, suppose $q$ is infinite.

---

5When we say an action $b$ of $B \Rightarrow C$ is an action of $B'$, we mean morally that $b$ is in the input component corresponding to $B \Rightarrow C$. Technically speaking, since $Act_{B \Rightarrow C}$ is $Act^{B'}_C \times Act_B + Act_C$, by “is an action of $B'$” we mean $b \in Act^{B'}_C \times Act_B$. So in thinking of $b \in Act_B$, $b$ implicitly carries a ‘tag’ indicating which opening action of $C$ the copy of $B$ containing $b$ is grafted on to in the function space construction.

6Modulo the previous footnote.

7Modulo the last but one footnote.

8See footnote 3.
In particular, there are an infinite number of moves at depth 1 in \( q \). For if not, there is some move \( n' \) in \( q \) after which every move is of depth 2 or more. So by definition of the interaction algorithm, every \( O \)-move after \( n' \) is a copycat move, and \( \tau \) is being played against itself. So since \( \tau \) is finite, \( q \) is finite, which is a contradiction.

Now because \( q \) has an infinite number of moves at depth 1, by Lemma 5.10 these are all located in \( B \Rightarrow C \). So there are an infinite number of moves in \( B \Rightarrow C \), and the reasoning of (1i) applies to \( q \).

(2i) Suppose \( \sigma; \tau \) is not total. Then \( p \) is finite, terminated by an \( O \)-move. Since \( \sigma \) and \( \tau \) are total, at least one of \( q \) and \( r \) are infinite. Without loss of generality, assume \( q \) is infinite. There are an infinite number of moves at depth 1 in \( q \). Otherwise after some move \( m \) every move is at depth 2 or more, so every \( O \)-move after \( m \) is a copycat move (\( \tau \) is being played ‘against himself’), hence \( q \) is finite by the finiteness of \( \tau \). Once again, by Lemma 5.10, every move of \( q \) at depth 1 is in \( B \Rightarrow C \), so there are an infinite number of moves in \( q \) in \( B \Rightarrow C \), and we can apply the reasoning of (1i) once again, in order to reach a contradiction.

\( \Box \)

Note that it was finiteness that was contradicted when we assumed that \( \sigma; \tau : A \rightarrow C \) was not total.
Chapter 7

The categorical model

We take the work of the previous chapters and construct a $2\lambda\times$-hyperdoctrine $\mathbb{H}$, and hence obtain a model of system $F$. The first step is to define an auxiliary $2\lambda\times$-hyperdoctrine $G$, which contains 'partial' as well as winning strategies. Then we take $\mathbb{H}$ to be the subcategory of $G$ consisting of the winning strategies.

7.1 The auxiliary hyperdoctrine $G$

We define a hyperdoctrine $G$, i.e., a $\mathbb{B}$-indexed cartesian closed category $G : \mathbb{B}^{op} \rightarrow \text{CCCat}$. For $n \geq 0$ let $[n]$ denote the set $\{1, \ldots, n\}$ of positive natural numbers up to and including $n$, and write $\mathbb{P}A_n$ as shorthand for $\mathbb{P}A_{[n]}$, the set of polymorphic arenas over $[n]$, i.e. with $n$ global holes $\{1, \ldots, n\}$. Given $1 \leq m \leq n$ write $\bullet^n_m$ for the single-action polymorphic arena of $\mathbb{P}A_n$ in which the action references the global hole $m \in [n]$.

7.1.1 The base category $\mathbb{B}$

The base category $\mathbb{B}$ of $G$ is defined as follows. It is very similar in spirit to the base category of the term model of system $F$.

**Objects** The set $\mathbb{N} = \{0, 1, 2, \ldots\}$ of natural numbers.

**Morphisms** A morphism in $\mathbb{B}(m, n)$ consists of an $n$-tuple of polymorphic arenas in $\mathbb{P}A_m$.

Thus a morphism $\alpha : m \rightarrow n$ in $\mathbb{B}$ is a function $\alpha : [n] \rightarrow \mathbb{P}A_m$.

**Composition** Given $\alpha : k \rightarrow m$ and $\beta : m \rightarrow n$, the composite of $\alpha;\beta : k \rightarrow n$ is given by expansion (analogous to substitution in the base category of the term model). Specifically, as a function $[n] \rightarrow \mathbb{P}A_k$, the composite $\alpha;\beta$ is given by $(\alpha;\beta)(i) = \alpha^*(\beta(i))$, the expansion of the polymorphic arena $\beta(i) \in \mathbb{P}A_k$ by the assignment $\alpha : [m] \rightarrow \mathbb{P}A_k$ of polymorphic arenas to the global holes of $\beta(i)$, as given in Definition 4.2, page 59.

**Identities** The identity $n \rightarrow n$, as a function $[n] \rightarrow \mathbb{P}A_n$, takes $i$ to $\bullet^n_i$, i.e. the singleton polymorphic arena whose action references $i \in [n]$.

**Products** The product of $m$ and $n$ is their numeric sum $n + m$. The projections $\pi_m : m + n \rightarrow m$ and $\pi_n : m + n \rightarrow n$, as functions $\pi_m : [m] \rightarrow \mathbb{P}A_{m+n}$ and $\pi_n : [n] \rightarrow \mathbb{P}A_{m+n}$, are given by $\pi_m(i) = \bullet^i_{m+n}$ and $\pi_n(i) = \bullet^{m+i}_{m+n}$. Again, just think of the term model.
Distinguished object The distinguished object from which all other objects are generated by finite products is 1.

7.1.2 The fibre $G_n$

The cartesian closed category $G_n$ is defined as follows.

**Objects** The set $\mathcal{PA}_n$ of polymorphic arenas over $[n]$.

**Morphisms** A morphism $\sigma : A \to B$ is a strategy on the polymorphic arena $A \Rightarrow B$.

**Composition** Given strategies $\sigma : A \to B$ and $\tau : B \to C$, composition is as given in Definition 6.17 at the end of the previous chapter.

**Identities** Copycat strategies, as given in Definition 6.31 at the end of the previous chapter.

**Products and Exponentials** Product $A \times B$ and exponential $A \Rightarrow B$ of arenas was defined in Chapter 4.

**Terminal object** The terminal object is the empty polymorphic arena.

**Proposition 7.1** $G_n$ is cartesian closed.

**Proof** The natural isomorphism $G_n(A,B \times C) \cong G_n(A,B) \times G_n(A,C)$ is given as follows. Suppose $\sigma$ is a strategy on $A \Rightarrow B \times C$. By construction of $\Rightarrow$ and $\times$, $A \Rightarrow B \times C$ is $(A \Rightarrow B) \times (A \Rightarrow C)$. Define $\sigma \in G_n(A,B) \times G_n(A,C)$ as $(\sigma_1, \sigma_2)$, where

$$\sigma_1 = \{ p \in \sigma : p \in Pos(A \Rightarrow B) \subseteq Pos(A \Rightarrow B) \times (A \Rightarrow C) \}$$

and

$$\sigma_2 = \{ p \in \sigma : p \in Pos(A \Rightarrow C) \subseteq Pos(A \Rightarrow B) \times (A \Rightarrow C) \}$$

This is clearly a natural isomorphism, with inverse $(\sigma_1, \sigma_2) \mapsto \sigma_1 \cup \sigma_2$.

By construction of $\Rightarrow$ and $\times$, $A \Rightarrow (B \Rightarrow C)$ is exactly $A \times B \Rightarrow C$. So $Pos(A,B \Rightarrow C) = Pos(A \times B,C)$, and $G_n(A,B \Rightarrow C) \cong G_n(A \times B,C)$ directly.

The empty arena $E$ is terminal because $A \Rightarrow E = E$ and there is a unique strategy on $E$, namely $\{e\}$. \hfill $\Box$

Note that, as required in the definition of 2-nilpotent hyperdoctrine, the set of objects of $G_n = \mathcal{PA}_n$ is exactly the homset $(n,1)$, because this homset is by definition the set of ‘1-tuples’ of polymorphic arenas over $[n]$.

7.1.3 Reindexing functors

Given a morphism $\alpha : n \to m$ in the base category, we define a strict cartesian closed reindexing functor $\alpha^* : G_n \Rightarrow G_m$.

**On objects** Given $A \in G_m$, i.e., a polymorphic arena with $m$ holes, define $\alpha^*(A)$ to be the expansion $\alpha^*(A)$ of $A$ along $\alpha : [m] \to \mathcal{PA}_n$, an assignment of polymorphic arenas to the global holes of $A$. 
On morphisms Given a strategy $\sigma$ on $A = B \Rightarrow C$, the strategy $\alpha^*(\sigma)$ on $\alpha^*(A)$ is defined as follows. By definition of a strategy, $\sigma$ is a set of positions on $A$. We use $\sigma$ as the 'backbone' of a set of positions on $\alpha^*(A)$, and then use copycat for the 'ribs' consisting of moves that go outside this core set.

Recall from page 60 of the section on expansion that a path down the forest of $\alpha^*(A)$ corresponds to a path (the 'backbone') in $A$ ending at an action $a$ referencing a global hole $i \in [m]$, followed by a path (the 'rib') in $\alpha(i)$, together with an accumulation of post-fix tags on the actions of the path in $A$. Let $\text{Plays}(\alpha^*(A))$ be the subset of $\text{Pos}(\alpha^*(A))$ consisting of positions such that all threads on $\alpha^*(A)$ (as opposed to threads on imported arenas) are paths for which the 'rib' is at most one move.

Let $\pi : \text{Plays}(\alpha^*(A)) \to \text{Pos}(A)$ be the projection (i.e. surjection) defined by deleting the post-fix tags from threads in $\langle \alpha^*(A) \rangle$, including the tag consisting of the first 'rib'-move when it arises. (At this point it is probably useful to look at the column on page 60 characterising a path in an expanded arena.) Then by live atomic enabling (section 4A.2) $\pi$ is a 'local homeomorphism' in the following sense: given any $p \in \text{Plays}(\alpha^*(A))$ with $\pi(p)\mu \in \text{Pos}(A)$ for some hypermove $\mu$, there is a unique hypermove $\bar{\mu}$ such that $\bar{\mu} \in \text{Plays}(\alpha^*(A))$ and $\pi(p\bar{\mu}) = \pi(p)\mu$ (trivially so, in fact, if the first move of $\mu$ is not located in $A$).

Define the 'backbone' strategy $\sigma_1 \subseteq \text{Plays}(\alpha^*(A)) \subseteq \text{Pos}(A)$ by iterating the 'local homeomorphism', starting at the empty hypersequence. Thus each position of $\sigma_1$ is a position of $\sigma$ with some additional post-fix tags on the moves of threads in $\alpha^*(A)$.

We extend $\sigma_1$ with 'copycat ribs' in order to define $\alpha^*(\sigma)$. Suppose $p\mu \in \text{Pos}(A)$, with $p \in \sigma_1$, and with the last move of $\pi(p)$ referencing a global hole $i$. Thus the last action of $p$ is of the form $avb$ for $a \in A$, $v$ a sequence of post-fix tags, and $b$ an opening action of $\alpha(i)$. Suppose further that $\mu$ was a $P$-hypermove. Then by the copycat rule, $\pi(p\mu)$ also references $i$, so $p\bar{\mu}$ is also a compound move ending in $b$. Now to form $\alpha^*(\sigma)$, for each such $p$ and $\mu$ add all extensions of $p\bar{\mu}$ obtained by playing the copycat strategy against $O$ if the live atomic enabled of his next action is $b$. In other words, $P$ plays copycat on the copy of the 'rib' arena $\alpha(i)$ that got pasted onto $a$ in the expansion of the 'backbone' $A$.

The functor $\alpha^*$ is trivially strict cartesian closed because of the simplicity of the definitions of product and exponential for polymorphic arenas as a graphical operations.

7.1.4 Indexed products

Let $\pi_n : n + 1 \to n$ in $B$ be projection onto $n$, i.e. $\pi_n : [n] \to PA_{n+1}$ maps $i$ to $\bullet_i^{n+1}$. Then the reindexing functor $\pi_n^* : G_n \to G_{n+1}$ simply adds an extra global hole to a polymorphic arena $A_n$ and acts as the identity on morphisms\footnote{1}. Define a right adjoint $\Pi_n : G_{n+1} \to G_n$ to $\pi_n^*$ on objects by $\Pi_n(A) = \forall(n + 1)(A)$, the quantification of $n + 1$ in $A$, as defined on page 52. On morphisms, $\Pi_n(\sigma)$ is essentially the identity: for each position $p \in \sigma$ simply add an extra $O$-import $\ast$ to the first move of $p$ (corresponding to the global hole $n + 1$, which has now become local).

Because of the syntactic flavour of polymorphic arenas, the fact that the two functors are adjoint is just as trivial as in the term model. We need to verify that for all arenas with global holes $[n]$, $G_n(B, \forall(n + 1)(A))$ is naturally isomorphic to $G_{n+1}(\pi_n^*(B), A)$. In other words, strategies on $B \Rightarrow \forall(n + 1)(A)$ correspond naturally to strategies on $\pi_n^*(B) \Rightarrow A$. This
is immediate, since the two arenas are the same apart from the fact that the hole \( n+1 \) is global in the former and (copies of it are) local in the latter.

We must verify the Beck-Chevalley condition, that ‘quantification commutes with expansion’. Formally, we require that the diagram on page 20 commutes, i.e., for all \( \alpha : m \to n \) in the base \( \mathcal{B} \), the functors \( \mathcal{G}_{n+1} \xrightarrow{\Pi_n} \mathcal{G}_n \xrightarrow{\alpha^*} \mathcal{G}_m \) and \( \mathcal{G}_{n+1} \xrightarrow{\Pi_m} \mathcal{G}_m \) are the same. On an object \( A \), the first functor moves (copies of) the global hole \( n+1 \) down into the roots of \( A \), then \( \alpha^* \) expands actions referencing \( 1, \ldots, n \) into polymorphic arenas \( \alpha(1), \ldots, \alpha(n) \). The second functor expands the actions \( 1, \ldots, n \), and essentially sets actions \( a \) referencing \( n+1 \) to reference \( m + 1 \), because \( \text{id}_m \) expands \( a \) with \( \bullet_{m+1} \), then it moves \( m + 1 \) down into the roots. By similar considerations, the two functors are also the same on morphisms, and the canonical natural transformation is an identity.

We have shown:

**Proposition 7.2** \( \mathcal{G} \) is a \( 2\lambda \times \)-hyperdoctrine.

Hence, as detailed in [Cro94], \( \mathcal{G} \) is a model of system \( F \).

### 7.2 The hypergame model \( \mathcal{H} \)

Define \( \mathcal{H} \) as the subcategory of \( \mathcal{G} \) obtained by reducing the homsets in the fibres to the winning strategies. We need to check that \( \mathcal{H} \) is a well-defined \( 2\lambda \times \)-hyperdoctrine.

The fibre \( \mathcal{H}_n \) is closed under composition, since winning strategies compose (Proposition 6.20). Identities are winning strategies, as is the unique strategy on the empty arena. The product adjunction puts winning strategies in bijection with pairs of winning strategies, and the exponential adjunction, being trivial, puts winning strategies in bijection with winning strategies.

Given a morphism \( \alpha : n \to m \) in the base category \( \mathcal{B} \), and a winning strategy \( \sigma \) on \( A \), \( \alpha^*(\sigma) \) is winning. The underlying ‘backbone’ of \( \alpha^*(\sigma) \) is \( \sigma \) itself, which is total, and as soon as \( P \) elects to go into a ‘rib’ \( \alpha(i) \), \( \alpha^*(\sigma) \) becomes the copycat strategy between instances of the arena \( \alpha(i) \), and copycat strategies are winning. Finally, there are only a finite number of copycat strategies added to \( \sigma \) in the construction of \( \alpha^*(\sigma) \), because, since arenas are finite, only a finite number of holes of \( A \) were expanded.

Since the right adjoint \( \Pi_n : \mathcal{G}_{n+1} \to \mathcal{G}_n \) to \( \pi_n^* : \mathcal{G}_n \to \mathcal{G}_{n+1} \) acts essentially trivially on morphisms, it maps winning strategies to winning strategies. The natural isomorphism \( \mathcal{G}_n(B, \mathcal{V}(n+1)(A)) \cong \mathcal{G}_{n+1}(\pi_n^*(B), A) \) is by definition essentially trivial, and so puts winning strategies in bijection with one another.

Thus we have shown:

**Proposition 7.3** \( \mathcal{H} \) is a \( 2\lambda \times \)-hyperdoctrine.

Hence \( \mathcal{H} \) is a model of system \( F \), as detailed in [Cro94].
Chapter 8

Full completeness

In this chapter we prove our main result.

**Theorem 8.1 (Full completeness)** Every morphism (i.e. winning strategy) σ of \( \mathbb{H} \) defines an \( \eta \)-long, \( \beta \)-normal term \( \hat{\sigma} \), whose interpretation is \( \sigma \).

Before proving the theorem, we require the analogous result at the level of types:

**Proposition 8.2** Every polymorphic arena \( A \in \mathbb{H}_n \) defines a prenex normal type \( \hat{A} \) of system \( F \) with free type variables amongst \( X_1, \ldots, X_n \), and whose interpretation is \( A \).

**Proof** We define \( \hat{A} \) by recursion on the depth of the forest of \( A \). If \( A \) is the empty polymorphic arena, define \( \hat{A} = \text{Unit} \). If \( A \) is of depth \( d \geq 1 \), first consider the case that \( A \) is a tree. Let \( L \) be the set of local holes attached to the root \( a \), and without loss of generality assume \( L = [k] \) for some \( k \geq 0 \). Let \( a_1, \ldots, a_m \) be the children of \( a \). Define \( A_i \) to be the polymorphic arena over \( [n+k] \) with actions \( \{ b \in A : a_i \vdash \gamma b \} \) and structure inherited from \( A \), but with references to \( j \in L \) now taken to be global references to \( n + j \). Being of strictly smaller depth, the \( A_i \) define types \( \hat{A}_i \) with free variables amongst \( X_1, \ldots, X_{n+k} \). Now define

\[
\hat{A} = \forall X_{n+1} \ldots \forall X_{n+k} (\hat{A}_1 \to \cdots \to \hat{A}_m \to X_l),
\]

where \( l = j \) if \( \text{ref}_A(a) \in [n] \), and \( l = n + j \) if \( \text{ref}_A(a) = j \in L \).

For the more general case when \( A \) is a forest consisting of tree polymorphic arenas \( B_1, \ldots, B_k \) defining types \( \hat{B}_1, \ldots, \hat{B}_k \) by the above method, define

\[
\hat{A} = \hat{B}_1 \times (\cdots \times (\hat{B}_{k-2} \times (\hat{B}_{k-1} \times \hat{B}_k)) \cdots).
\]

The fact that the interpretation of \( \hat{A} \) is \( A \) is a simple structural induction on the height of the type. \( \square \)

**Proof** (of Theorem 8.1) Let \( \sigma \) be a winning strategy for \( A \in \mathbb{H}_n \). We define the normal form \( t_\sigma \) by recursion on the size of \( \sigma \).

The construction of \( \hat{A} \) from \( A \) in the previous proposition induces a linear ordering on the opening actions of \( A \), the set of children of every action of \( A \), and the set of local holes of every action of \( A \). Thus, with \( l = |\text{Hol}_A(a)| \), the set of local holes \( \text{Hol}_A(a) \) is canonically isomorphic to \( [l] = \{1,2,\ldots,l\} \), and a store \( \phi : \text{Hol}_A(a) \rightarrow \mathcal{P}A \) corresponds to a sequence of \( l \) arenas.
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If $\sigma = \{\varepsilon\}$, then necessarily $A = \text{Unit}$, and we define $t_\sigma = \langle \rangle$. Otherwise, consider the case when $A$ is a tree. Let $a$ be the opening action of $A$, and let $b_1, \ldots, b_{u_1}$ be the children of $a$. (Note that $u_1 = 0$ is impossible, for then $A$ is an arena with the single action $a$, $P$ has no response to an opening hypermove in $A$, and there are no winning strategies for $A$.)

Let $[l]$ be the set of local holes $H\text{ol}_A(a)$ of $a$. $O$’s (unique) opening hypermove on $A$ consists in the single move $(A, \ast, a)$, where the store $\ast : [l] \rightarrow \mathbb{P}A_{n+1} \cup \{\ast\}$ is constantly $\ast$. After $P$’s response hypermove determined by $\sigma$, we reach the following position (with the justification pointer omitted):

$$(A, \ast, a) \quad \quad (A, B_{11} B_{12} \ldots B_{1z_1}, b_{1e_1}) \quad \quad (B_{1f_1} B_{22} \ldots B_{2z_2}, b_{2e_2}) \quad \quad \vdots \quad \quad (B_{(i-1)f_i} B_{i2} \ldots B_{iz_i}, b_{ie_i}) \quad \quad \vdots \quad \quad (B_{(v-1)f_v} B_{v2} \ldots B_{vz_v}, b_{ve_v})$$

where $1 \leq f_i \leq z_i-1$, $1 \leq e_i \leq w_i$, and for $i = 2, \ldots, l$, $b_{i1}, b_{i2}, \ldots, b_{iuj}$ are the opening actions of $B_{(i-1)f_i}$. (Following the convention set out above, we identify the store of a move with a finite sequence of arenas.)

We construct an arena $A' \in \mathbb{H}_{n+l}$ such that there is a bijection between positions of $A$ that begin with the two hypermoves above, and positions of $A'$.

Let $a_{i1}, \ldots, a_{iw_i}$ be the children of $b_{ie_i}$. Define

$$A' = \prod_{1 \leq i \leq v} \prod_{1 \leq j \leq w_i} (C \Rightarrow D_{ij})$$

$$C = \prod_{1 \leq k \leq w_1} C_k$$

where $(C \Rightarrow D_{ij})$ represents the positions of $A$ that result from $O$ playing the child $a_{ij}$ of $b_{ie_i}$ as his next action, and $C_k$ represents $P$’s option to play the child $b_{ik}$ justified by the action $a$ of $O$’s first move.

The arena $C_k$ is the subtree of $A$ below $b_{ik}$. Formally, $C_k \in \mathbb{H}_{n+l}$ has the set of actions $\{c \in A\text{ct}_{A} : b_{ik} \vdash^+_A c\}$ and structure inherited from $A$, but with references to local holes $j \in H\text{ol}_A(a)$ of the root $a$ of $A$ redirected to reference the global hole $n+j$.

The arena $D_{ij}$ is the expansion of the subtree of $A$ below $a_{ij}$ by the arenas stored in $P$’s first hypermove. Formally, $D_{ij} \in \mathbb{H}_{n+l}$ is $\phi_0^*(D_{ij})$, where the assignment $\phi_0 : H\text{ol}_A(b_{ie_i}) \rightarrow \mathbb{P}A_{n+1}$ is the store $B_{i1} B_{i2} \ldots B_{iz_i}$ of $P$’s $i$th move, and $D_{ij} \in \mathbb{H}_{n+l} + H\text{ol}_A(b_{ie_i})$ is obtained as follows. The set of actions of $D_{ij}$ is $\{d \in A\text{ct}_A : a_{ij} \vdash^+_A d\}$, and structure is inherited from $A$, apart from the redirection of references to local holes $j \in H\text{ol}_A(a)$ of $a$ to reference the global hole $n+j$, and the set of (previously local) holes $H\text{ol}_A(b_{ie_i})$ now considered to be global.

Given $p \in \text{Pos}(A)$ extending the pair of hypermoves above, define $\overline{p} \in \text{Pos}(A')$ as follows. First, form $\overline{p}$ from $p$ by deleting the first two hypermoves, and changing the location of all depth 1 moves from $A$ to $A'$. Reset dangling $P$ justification pointers that previously targeted $(A, \ast, a)$ to target the first $O$-action of $\overline{p}$.

Now we must deal with opening moves located in the arenas stored by $P$ in the second hypermove of $p$. Although these arenas have been deleted the beginning of the position,
their ghosts are present in $A'$ because of the expansions forming the $D_{ij}$. Suppose $\mu = m_1 m_2 \ldots m_d$ is a hypermove in which $m_1$ references the hole of

$$\hat{m} = (B_{(r-1)} f_r, B_r f_1 B_r 2 \ldots B_r z_1, b_{c_r})$$

containing $B_{rs}$, and formally set $f_1 = 0$ and $B_{00} = A$ in order to account for the case $r = 1$. Thus $m_2$ is an opening move $(B_{rs}, \phi_1, b)$ on $B_{rs}$. Now $m_1$, in order to reference a hole of $\hat{m}$, must be hereditarily justified by $\hat{m}$, hence is in the same location as $\hat{m}$, so $m_1 = (B_{(r-1)} f_r, \psi_1, c)$. Reset $\mu = m_1 m_2 \ldots m_d$ to be $\overline{\mu} = \overline{m_3} \ldots m_d$, where $\overline{m} = (A', [\phi, \psi], bc)$, $[\phi, \psi]$ is the source tupling of $\phi$ and $\psi$ (since expansion takes disjoint unions of holes), and $bc$ is the compound action formed from $b$ and $c$.

The retargetted justification pointers are well-defined, because any such justified $P$-action is $b_{ik}$, an opening move of $C$, which is in negative position in the function space component $C \Rightarrow D_{ij}$ of $A'$, and hence (by definition of the enabling relation of $\Rightarrow$) is enabled by the opening action $a_{ij}$ of $D_{ij}$. The construction $p \mapsto \overline{p}$ is clearly a (prefix-preserving) bijection.

Via the bijection of positions just defined, $\sigma$ determines a winning strategy $\sigma'$ for $A'$, which by product factorisation of $A$ is equivalent to a winning strategy $\sigma'_{ij}$ for each $C \Rightarrow D_{ij}$. Since $\sigma'$ is strictly smaller than $\sigma$, by the induction hypothesis we have normal forms $\hat{\sigma}'_{ij}$ defined by the $\sigma'_{ij}$.

We define the normal form $\hat{\sigma}$ as follows. For $2 \leq i \leq v$ define the context ("$e_i$’th projection")

$$\pi_i[-] = \begin{cases} \text{snd} \ldots \text{snd} \text{fst}[-], & \text{if } 1 \leq e_i \leq u_i; \\ \text{snd} \ldots \text{snd} \text{snd}[-], & \text{if } e_i = u_i; \end{cases}$$

where the number of consecutive occurrences of $\text{snd}$ in the first case is $e_i - 1$, and in the second case is $e_i$. Then for $2 \leq i \leq v$ define the contexts

$$E_i[-] = [\pi_i[-]] \hat{B}_{i1} \hat{B}_{i2} \ldots \hat{B}_{i z_i} \hat{\sigma}_{i1} \ldots \hat{\sigma}_{i w_i}$$

Define

$$t_{\sigma} = \prod X_1 \ldots \prod X_k \lambda x_1 \hat{C}_1 \ldots \lambda x_{i-1} \hat{C}_{i-1} E_i E_{i-1} \ldots E_2 E_1 [x_{e_1}]$$

The validation that the interpretation of $\hat{\sigma}$ is indeed $\sigma$ is a simple structural induction. Finally, in the case that $A$ has more than one component, we take the terms generated by $\sigma$ restricted to each of the components, and then form the appropriate $\hat{\lambda} \lambda$-pairings of these terms that correspond to the product type $\hat{A}$ as defined in the proposition above. $\Box$

An immediate corollary of the construction of the term $t_{\sigma}$ in the proof of the theorem is:

**Corollary 8.3** If $T$ is a type with no negative quantifiers then every winning strategy $\sigma$ for the polymorphic arena interpreting $T$ defines a distinct $\eta$-long $\beta$-normal form $t_{\sigma}$ whose interpretation is $\sigma$. So in particular, $\beta\eta$-normal forms of type $T$ are in bijection with winning strategies for the polymorphic arena interpreting $T$.

This corollary was applied in section 5.7, where we obtained results about $\beta\eta$-normal inhabitants of the encodings of inductive datatypes in system $F$. Note that in the main theorem one does not have uniqueness of the $\eta$-long, $\beta$-normal form, since type arguments are identified up to prenex equivalence. One has uniqueness in the corollary because when there are no negative quantifiers, terms do not contain type arguments.
One way of thinking about full completeness is that the model is isomorphic to a quotient of the syntax. The quotient induced by $\mathbb{H}$ on the product- and unit-free fragment system $F$ includes $\beta\eta$ together with the isomorphism induced on terms (because terms contain types) by identifying every type with its prenex normal form. So the equational theory of the model is very close to initial.
Chapter 9

Conclusions

We began in Chapter 1 by introducing a methodology for extracting strategies from normal forms of the simply typed lambda calculus as 'top-down terms'. By applying this methodology to normal forms of system $F$, we obtained the key idea for a fully complete game semantics: *types as second-order moves*.

Hyland/Ong and Nickau, in their work on first-order games, interpreted a type as an arena or 'board' on which to play a game. In order to turn the types as second-order moves idea into a working model, we required the interpretation of polymorphic types as some suitably generalised notion of 'board'. Our solution in Chapter 4 was simple: decorate Hyland/Nickau/Ong arenas with 'holes' corresponding to quantified type variables. Polymorphic arenas turned out to be in bijection with prenex types, and can be presented as a kind of Böhm tree.

The technically most demanding step in the construction of the hypergame model was to define a composition of strategies. Our detailed analysis of first-order interaction in Chapter 3 uncovered a neglected difference between the approaches of Hyland/Ong and Nickau. For technical reasons, outlined at the end of Chapter 3, we chose Nickau interaction as the first-order basis of interaction in the hypergame model.

The interaction algorithm was presented in Chapter 6. The main idea that was not present in first-order interaction is that moves are not only transmitted between the three agents of an interaction, but can be 'reflected back' against the same agent, by a form of copycat. This copycat component of interaction corresponds to the uniformity of polymorphic terms of system $F$. $\mathcal{P}$ cannot see polymorphic arenas stored in holes by $\mathcal{O}$, so the only way to proceed on such arenas is by playing copycat.

By full completeness, the model is parametric, in the informal Strachey sense that every function acts 'uniformly'. The model is not Reynolds relationally parametric, using a result of [PA93]: $\forall X . X \rightarrow X$ is not terminal. Note that the term model of system $F$ is not relationally parametric for the same reason, so this is not a symptom of non-uniformity.

On the product- and unit-free fragment system $F$, the equational theory of the model includes $\beta\eta$, together with the equivalence induced on terms by identifying every type with its prenex normal form (because terms contain types). So the equational theory of the model is very close to initial. A conjecture, and a topic of future research, is that this is exactly the equational theory of the model.

A long-term objective of the line of work in this thesis is to take the 'top-down term' methodology and apply it to other calculi, including other vertices of the lambda cube [Bar92], such as $F\omega$ and dependent types.
Appendix A

Counting inhabitants of types

We consider an example of the copycat rule at work, supplementing the text of section 1.1.1. This is the syntactic argument corresponding to the proof of proposition 5.19.

Given types $U$ and $V$, the system $F$ encoding of the product of $U$ and $V$ is

$$ U \times V = \forall Y. (U \rightarrow V \rightarrow Y) \rightarrow Y,$$

for some $Y$ not occurring free in $U$ or $V$. Take

$$ U = \text{Bool} = \forall X. X \rightarrow X \rightarrow X $$
$$ V = \text{Nat} = \forall X. (X \rightarrow X) \rightarrow X \rightarrow X $$

Here is a possible discussion of a term of type $\text{Bool} \times \text{Nat}$, following our usual protocol:

I choose $t$ $t = \Lambda Y. \lambda p: \text{Bool} \rightarrow \text{Nat} \rightarrow Y . \ ?$ $t : \forall Y. (\text{Bool} \rightarrow \text{Nat} \rightarrow Y) \rightarrow Y$
You choose $p$ $t = \Lambda Y. \lambda p: \text{Bool} \rightarrow \text{Nat} \rightarrow Y . \ ?p$ $p : \text{Bool} \rightarrow \text{Nat} \rightarrow Y$
I choose $b$ $b = \Lambda X. \lambda x^X. \lambda y^X . \ ?$ $b : \forall X. X \rightarrow X \rightarrow X$
You choose $x$ $b = \Lambda X. \lambda x^X . \lambda y^X . x$ $x : X$

Your first move was forced, as $t$ has only one abstracted term variable. The head-variable $p$ required two arguments in order for the body to be of ground type (and hence for $t$ to be $\eta$-long): $b$ of type $\text{Bool}$, and $n$ of type $\text{Nat}$. I chose to inspect $b$; you followed up with the strategy for $\text{true}$.

I could have asked to inspect $n$ instead:

I choose $t$ $t = \Lambda Y. \lambda p: \text{Bool} \rightarrow \text{Nat} \rightarrow Y . \ ?$ $t : \forall Y. (\text{Bool} \rightarrow \text{Nat} \rightarrow Y) \rightarrow Y$
You choose $p$ $t = \Lambda Y. \lambda p: \text{Bool} \rightarrow \text{Nat} \rightarrow Y . \ ?p$ $p : \text{Bool} \rightarrow \text{Nat} \rightarrow Y$
I choose $n$ $n = \Lambda X. \lambda f^X \rightarrow X. \lambda x^X . \ ?$ $n : \forall X. (X \rightarrow X) \rightarrow X \rightarrow X$
You choose $f$ $n = \Lambda X. \lambda f^X \rightarrow X. \lambda x^X . f a_1$ $f : X \rightarrow X$
I choose $a_1$ $a_1 = \ ?$ $a_1 : X$
You choose $f$ $a_1 = f a_2$ $f : X \rightarrow X$
I choose $a_2$ $a_2 = \ ?$ $a_2 : X$
You choose $x$ $a_2 = x$ $x : X$

This time you followed up with the strategy for the Church numeral

$$ 2 = \Lambda X. \lambda f^X \rightarrow X. \lambda x^X . f (f x) $$
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Taking the two together, these discussions define the encoded pair

\[(\text{true}, 2) = \lambda Y. \lambda p_{\text{Bool} \to \text{Nat}}. p \text{true}_2 \quad : \quad \text{Bool} \times \text{Nat}\]

So every pair of strategies, one on \text{Bool} and one on \text{Nat}, gives rise to a strategy on \text{Bool} \times \text{Nat}, injectively. But is pairing surjective? In other words, do all inhabitants of \text{Bool} \times \text{Nat} arise by pairing? Because of the copycat rule, we shall see that the answer is yes.

Recall the first seven moves of the previous dialogue, in which I was inspecting the second component of the pair:

- I choose \(t\) \(t = \lambda Y. \lambda p_{\text{Bool} \to \text{Nat}}. Y \cdot p \) \(t : \forall Y. (\text{Bool} \to \text{Nat} \to Y) \to Y\)
- You choose \(p\) \(p = \lambda n_{\text{Nat}}. n \) \(p : \text{Nat} \to Y\)
- I choose \(n\) \(n = \lambda X. \lambda f_X. \lambda x. n \cdot f_X \) \(n : \forall X. (\text{Nat} \to X) \to X \to X\)
- You choose \(f\) \(f = \lambda X. \lambda f_X. \lambda x. f a_1 \) \(f : X \to X\)
- I choose \(a_1\) \(a_1 = \) \(a_1 : X\)
- You choose \(a_2\) \(a_2 = f a_2 \) \(f : X \to X\)
- I choose \(a_2\) \(a_2 = \) \(a_2 : X\)

At this point, you have three abstracted term variables to choose from: \(p, f,\) and \(x\). In the last discussion you played \(x\), yielding the Church numeral \(2\); if you play \(f\) you’ll be on the road to defining some higher numeral. What happens if you play \(p\)?

- I choose \(t\) \(t = \lambda Y. \lambda p_{\text{Bool} \to \text{Nat}}. Y \cdot p \) \(t : \forall Y. (\text{Bool} \to \text{Nat} \to Y) \to Y\)
- You choose \(p\) \(p = \lambda n_{\text{Nat}}. n \) \(p : \text{Nat} \to Y\)
- I choose \(n\) \(n = \lambda X. \lambda f_X. \lambda x. n \cdot f_X \) \(n : \forall X. (\text{Nat} \to X) \to X \to X\)
- You choose \(f\) \(f = \lambda X. \lambda f_X. \lambda x. f a_1 \) \(f : X \to X\)
- I choose \(a_1\) \(a_1 = \) \(a_1 : X\)
- You choose \(a_2\) \(a_2 = f a_2 \) \(f : X \to X\)
- I choose \(a_2\) \(a_2 = \) \(a_2 : X\)
- You choose \(p\) \(a_2 = p b/n' \) \(p : \text{Nat} \to Y\)

This suggests some kind of attempt on your part to recursively store a pair within the component of a pair—and certainly, should you succeed, the answer to our surjectivity question would be no. But we have a violation of the copycat rule: the type of \(a_2\), being \(X\), is of the form “\(\cdots X\)”, but the body \(p b/n'\) is of type \(Y\).

So the copycat rule means that after my first move, either \(b\) or \(n\), determining in which component (\text{Bool} or \text{Nat}) to play, you are ‘stuck’ playing in that component: you can never ‘get back out’ by playing \(p\). Thus winning strategies on \text{Bool} \times \text{Nat} are in bijection with pairs of winning strategies, one on \text{Bool} and one on \text{Nat}. So (informally), we have deduced that in (product- and unit-free) system \(F\), closed, \(\eta\)-long, \(\beta\)-normal terms of type \text{Bool} \times \text{Nat} are in bijection with pairs of closed, \(\eta\)-long, \(\beta\)-normal terms, one of type \text{Bool} and one of type \text{Nat}. 
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