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Abstract

We consider a class of Kripke Structures in which the atomic propo-
sitions are events. This enables us to represent worlds as sets of events
and the transition and satisfaction relations of Kripke structures as the
subset and membership relations on sets. We use this class, called event
Kripke structures, to model concurrency. The obvious semantics for these
structures is a true concurrency semantics. We show how several aspects
of concurrency can be easily defined, and in addition get distinctions be-
tween causality and enabling, and choice and nondeterminism. We define
a duality for event Kripke structures, and show how this duality enables
us to convert between imperative and declarative views of programs, by
treating states and events on the same footing. We provide pictorial rep-
resentations of both these views, each encoding all the information to
convert to the other.

We define a process algebra of event Kripke structures, showing how to
combine them in the usual ways—parallel composition, sequential com-
position, choice, interaction and iteration. Various properties of these
connectives like associativity and distributivity are proved. We then show
that Winskel’s event structures can be embedded in the class of event
Kripke structures, and define partial synchronous composition, the pri-
mary connective for event structures, for event Kripke structures, and
show its equivalence to Winskel’s definition.

Note: This work was done jointly with Vaughan Pratt, Stanford Uni-
versity.

*This work was supported by ONR under grant number N00014-92-J-1974, a gift from
Mitsubishi and an Accel Partners Fellowship.



1 Event Kripke Structures

In the past decade, various desirable properties of models of concurrent pro-
cesses have been discussed: branching time, true concurrency, action refinement,
disjunctive enabling, conflict, interchangeable state and event based views, real
time consistency etc. Various models, having many of these properties have been
proposed: Petri nets [Pet62], synchronization trees [Mil80], Mazurkiewicz traces
[Maz77], pomsets [Gra81, Pra82], event structures [NPW81, Win86], causal au-
tomata [Gun91, Gun92] etc.

A careful examination of these models reveals that most of them exhibit
concurrent behavior by explicitly inserting concurrency into a basically sequen-
tial model, such as by having many tokens in a network or multiple strings
being read concurrently. Thus they end up defining concurrency instead of
modelling it, and one can never be sure whether the definition is good enough.
For example, in event structures, conflict and enabling are primitives, but other
primitives could be necessary to capture concurrency fully. In this paper we at-
tempt to discover what true concurrency is from a model of concurrency, rather
than defining it a priori, in the same vein as discovering logic as the theory of
Boolean algebras rather than trying to characterize it with a long list of equa-
tions. We start from a well known model for temporal logic, a Kripke structure,
and use it to derive our model.

A Kripke structure (W, =, 11y, —) consists of a binary transition relation
w — w' between states w,w’ € W, and a binary satisfaction relation w = p
between states in W and atomic propositions p € Iy, extended by induction on
the height of formulas to compound propositions p A g, —p, ... € IL.

We study a special class of Kripke structures which looks more like event
structures]NPW81]. The relevant property of an event here is that once it
becomes true, it stays true. We restrict the elements of Il to events, that is
Yw,w" € W,w | p and w — w’ implies w’ = p. Now the transition relation
between states can be derived from the satisfaction relation by w — w’ iff
Vp,w = p = w' = p. In fact we can treat each state as a set of the atomic
propositions which are true in it (we identify states which have the same sets of
propositions true in them, by extensionality). Thus we define an event Kripke
structure, referred to as an eks, as a pair (F, Q), where E is a set of events and
Q C 2F aset of states. Then ¢ = eiff e € gand ¢ — ¢ iff ¢ C ¢’. An equivalent
way of describing an eks is as a |E| X |@Q| boolean matrix, with each column
being the characteristic function of a state.

In addition to having all the desirable properties of models of concurrency
mentioned above, eks’s can distinguish between enabling an action and causing
an action, a distinction which has not been made in any of the above models.
In fact in some of the above models, causality has been deliberately erased
by insisting on algebraic lattices [Dro89], presumably to match Petri nets and



domain theory. Our model shows that not only is this unnecessary, it actually
simplifies mathematics to allow this distinction. One has only to compare the
definition of an event domain in [Dro89] with the definition of an eks to be
convinced of this.

In the next sections, we will study some properties of event Kripke strutures.
We show how aspects of concurrent behavior are naturally present in an eks,
and give a process algebra to combine eks’s in various ways, showing how these
operations correspond to the usual operations for concurrent processes. Finally
we connect them with event structures, showing how any event structure can
be represented as an eks.

These structures have previously been studied by Barr[Bar79], as instances
of Chu’s construction on sets, and by Lafont and Streicher[LL.S91] as games over
2. Brown and Gurr[BG90] have used similar structures to study Petri nets.

1.1 Theory of an eks

An eks (F,Q) is a set Q of subsets of 2¥. We can therefore write it out as a
formula in Disjunctive Normal Form in propositional logic, with variables E' and
clauses ), with each clause corresponding to a ¢ € ) containing all the variables
in E, negating all the ones that are not present in g. We call this formula I". For
example, ['(({a, b, c}, {¢, {a}, {ab}, {abc}})) = abeV abeV abeV abe, writing a for
—a and abc for a A b A c. Since there is no bound on the cardinality of the sets
FE and @, we will allow infinite conjunctions and disjunctions in our formulas.
So an eks can be equivalently represented as an infinitary boolean propositional
formula I". This is usually the most compact representation of an eks, though
the matrix representation is computationally the most efficient.

The theory of an eks is now defined to be all infinitary propositional logic
formulae ¢ such that I' — ¢ is a tautology. For example, the formula —cV b is
in the theory of the eks mentioned above. If a formula ¢ is in the theory, we
write I' = ¢.

In later sections we shall show how the theory of an eks expresses all the
interesting facts about the eks. In particular, we can determine whether an
event precedes or follows another, whether two events are in conflict etc.

2 Duality

In the definition, we represented an event structure as a set of events, which
were primitive, and a set of states formed from those events. However, there
is nothing special about events—we could as well take the states as primitive,
leading to a duality between states and events, which we discuss in this section.



Pictorial Representation of an EKS. An eks (E,Q) is any subset Q of 2%.
Thus we can draw it as an E dimensional cube, and then mark the elements of
@ on the cube as dots. This is called the partial boolean algebra representation
of an eks, as the set 2F forms a boolean algebra. In the infinite case this is a
complete atomic boolean algebra, a CABA!. For example, the eks mentioned
above, ({a,b,c}, {¢, {a}, {ab}, {abc}}) can be represented as follows

abc abc
ab ab
a a
0 0

Partial Boolean Algebra  Partial Distributive Lattice
Figure 1

JFrom the above description of a partial boolean algebra, the dots may
occupy only a few dimensions of the boolean algebra. Since the dots are all
the useful information of the eks, there seems no point in carrying around the
other dimensions, which we dump by insisting that all eks’s we consider must
have the Ty property?>—the formula a < b must not be present in the theory
of the eks for any pair of events a,b, since a < b means these are equivalent
events which can be identified. As a result of this identification, the boolean
algebra cannot be very large, because it must be generated from the dots using
the logical operations®. We will assume the Ty property for all eks’s henceforth.

The information given in the partial boolean algebra can be more succinctly
and transparently given in the figure on the right. That figure was obtained by
taking the dots and retaining only those holes which can be formed from the
dots using unions and intersections but not complements (In this case no holes
could be thus generated). The resulting structure is called a partial distributive
lattice (pdlat), by analogy with partial boolean algebras. The lattice made up
of the dots and holes is a profinite distributive lattice.* Note that we do not

n the finite case, “complete atomic” is automatic and hence redundant.

2This terminology comes from topology, by considering E as the set of points and Q as the
set of open sets. Eks’s are a generalization of topological spaces, in that they do not impose
any conditions on the open sets.

3If the eks is Tp, then for each event in some state, we can take the intersection of all the
states containing this event and the complements of all the states not containing it to get a
singleton set containing this event. There may be at most one event not in any state, and this
is the complement of the union of all the states. Then the rest of the boolean algebra may be
generated by the singletons. Conversely, if it is not Ty as a <= b is in the theory, the singleton
set {a} cannot be obtained by any logical operations.

4In the finite case this is just a distributive lattice. In the infinite case it is most easily
understood as a lattice isomorphic to the lattice of order filters or upward-closed subsets of
a partial order. This is an even stronger requirement than being a complete and completely
distributive lattice, witness the unit interval [0,1] of reals standardly ordered, which meets that
condition but is too connected to be profinite. Dedekind cuts as order filters in the unit interval



always achieve such succinctness, for example, when the partial boolean algebra
is made up of dots only the pdlat is just the partial boolean algebra.

It is possible for us to use pdlats to represent eks’s because of the following
proposition :-

Proposition 1 Partial Boolean algebras are in 1-1 correspondence with partial
distributive lattices.

Proof: The distributive lattice may be obtained from the CABA as the lattice
of order filters of the set of dots as partially ordered by the CABA, which is
embedded in the CABA; equivalently, the complete sublattice of the CABA
generated by the set of dots. Conversely the CABA may be obtained from the
profinite distributive lattice as the power set of its dimensions or primes, which
embeds that lattice by embedding each element as the set of primes below it;
equivalently, generate the Boolean complements of each dot and close up under
meets and joins. [ |

Duality between States and Events. Thus far we have considered events as
primary and states as sets of events. However we can alternatively consider
states as atomic, and events as sets of states, with a state belonging to an event
iff the event belongs to that state. If we are willing to be more adventurous
with foundations of set theory, we may do both— the resulting circularity in
the membership relation can be coped with by dropping the Foundation Axiom
of ZF set theory and replacing it by e.g. Aczel’s Anti-Foundation Axiom. This
results in states and events being treated on the same footing, something which
has not been done in previous models.

Schedules and Automata. The operational interpretation of an eks A =
(E,Q) is as an automaton, which does events in F and advances from one state
in @ to another, according to the transition relation (which is just the subset
relation, as stated above). We call the states in @) the real states of A and the
holes in the underlying lattice the forbidden states, namely the states in which
the automaton should never find itself. Thus the automaton can rest and make
choices only in the real states, while it must rush through the forbidden states.
We take the view the any choices made in the forbidden states are made by the
environment. The dimensions of the lattice, defined as equivalence classes by
Droste[Dro89], are the events of E.

We can dualise A = (E, Q) by defining A+ = (Q, E), where Q is the set of
states, and F is the set of events each of which is taken to be a set of states. We
give a few examples of this in figure 2, drawing the eks’s as pdlats. Drawn as

of rationals however is by definition profinite, the difference being that the rationals appear
twice. Eliminating the extra copies connects up the real interval and eliminates profiniteness,
along with the means for recovering the rationals.



its dual®, the eks is a schedule. The dots now represent the events which have
to be performed, and the lattice structure represents the constraints on these
events, some of which we will discuss in the next section.

In fact the schedule and automaton are different ways of looking at the same
eks. We can also write the theory of an eks in terms of the state variables, and
the two theories have exactly the same information because they are derived
from the same boolean formula written in terms of different variables. However,
in a schedule, the direction of time is downwards, as indicated by the little arrow
on the side, whereas in an automaton, time flows upwards. This is the only way
to determine whether an unlabeled pdlat is a schedule or an automaton: any
pdlat can be interpreted in either way.

We can label the events of an eks by a labelling function A\ : E — Act
going from events to actions. This allows us to consider the case when multiple
instances of the same action occur. We will not go into this any further except
to remark that we can have complementary action labels and silent actions,
allowing synchronization, hiding and relabelling as in CCS[Mil90].

Time and Information Duality. The duality between states and events en-
ables us to see a similar duality between time and information. Events are
regarded as instantaneous, occurring at a particular time, and they add to the
total accumulated information. Dually, no information is accumulated in a
state, which however adds to the total amount of time that has passed since
the beginning of the process. Thus we can plot the progress of a behavior on
an graph with time on the x-axis and information on the y-axis. The states are
then horizontal line segments, and the events are vertical. The graph is mono-
tonically increasing, and we shall have more to say about this in the conclusion.
The graph is also piecewise horizontal and vertical, but as the number of events
grows to infinity it starts looking like a monotonically increasing curve.

3 Modelling Concurrent Behavior

We now show how various concurrent phenomena can be represented in an eks.
The different forms of formulae in the theory of the eks A represent different
forms of constraints on the events. We can also use the theory of the dual eks to
represent constraints on states, and some constraints are easier to comprehend
this way. We use I't for the formula of the dual eks AL,

Temporal precedence. For any two events a,b, if I' = b — a, then no state
contains b and not a. This means that b can be executed only after a has been
executed. This means that a precedes b in time, and the collection of all such

5In terms of the matrix representation, forming the dual corresponds to transposing the
matrix. This is true because in taking the dual we interchange the states with events, and
take the converse of the membership relation.



constraints defines a temporal order on the events of G. We write a < b for any
such pair of events. Note that the temporal order is the converse of the logical
order, and this is the reason for the downwards flow of time for the schedule.
(We always have the logical order going up.)

Conflict. If T |= =(a A b), then no state contains both a and b. This means
that we can never execute both a and b, which is interpreted as a conflict
between a and b. This can be generalised to conflict between arbitrary numbers
of events. While this notion has been explicitly introduced in event structures
[NPWS81, Win86], it follows quite naturally from our definition. It is illustrated
in Figure 2(c-d), where b and ¢ are in conflict.

S b A

a

Schedule Automaton Schedule Automaton
(a) Causality (b) Enabling
N' :
b c b c
a
u
Schedule Automaton Schedule Automaton
(¢) Blind choice (d) Guarded choice

Figure 2

Causality and enabling. If T' = a < b A ¢ then any state containing b and ¢
must also have a. We interpret this as b and c together cause a. This can be
generalized to an arbitrary formula on the right side of the implication. Note
that the Tj condition does not allow an event to be caused by a single event, as
the two events are identified.

The above eks is distinct from the eks in which I' = a — b A c. Then
b and c just enable a, which means that while it is necessary for them to be
done to do a, it is not sufficient, as a need not be done immediately. This
can also be generalized to an arbitrary condition, including the singleton event,
when it becomes temporal precedence. The difference between these is like the
difference between the necessary and sufficient conditions for a theorem, while
the enabling formula represents the necessary conditions, the causing formula
is both necessary and sufficient.



Nondeterminism. Dual to the above notion is the notion of guarded vs.
blind choice. If I' = a < b V ¢, then as soon as a is done, one of b or ¢ must be
done immediately. This means that any information obtained by doing a could
not be used in selecting between b and ¢, making this a blind choice. This is
more clearly visible from the automaton side in Figure 2(c). The choice between
states v and w has to be made at the forbidden state above u. We interpret
this as being made by the environment, making this a nondeterministic choice
for the automaton.

Just having ' = bV ¢ — a would make it a guarded choice, whence any
information obtained from a can be used to make a deliberate choice. On
the automaton side, the choice between v and w is made in the state u, as
I't = u < v Aw, and this state contains the information gathered by doing a to
decide which way to go. This is like a conditional branch in a program, where
the event a checks some condition, and then either one of two alternatives is
chosen.

If b and ¢ were not in conflict here, then this would not be a real choice. The
hole at the top of the automaton would be a permitted state, and then b and ¢
could be executed concurrently, showing that this model has true concurrency.
In fact interleaving semantics would not work here at all, as is clear from Figure
2(a), when a has to be done concurrently with either b or c.

Remark. The reader may have noticed that when a meet is present in the
schedule, a corresponding join is absent in the automaton, and vice versa, and
similarly for joins. For example, a is the join of b and ¢ in Figure 2(c), and the
meet of v and w is not present (it is a hole). This is a general principle, so the
dual of a set (which has no structure) is a highly structured object, a CABA,
and the dual of a meet semilattice is another meet semilattice, as it can have
no joins.

Disjunctive Enabling. IfT' = ¢ — aVb, then in order for ¢ to happen, at least
one of a or b must have happened. For example, in a candy machine, inserting
either a dollar bill or 4 quarters will enable the machine to supply a candy bar.
This is called disjunctive enabling [Win86, Gun91, Gun92|. The dual behavior
is postponed concurrency, given by I' = a Ab — ¢, whereby a and b can be done
concurrently only after ¢ is completed.

If we draw an automaton for disjunctive enabling with three events, i.e.
one which has T' = ¢ — a V b, then it looks like a 3-dimensional cube, with
all vetices marked by dots except the vertex ¢, which is the only vertex which
does not satisfy the formula ¢ — a VvV b. This illustrates a general method for
programming an automaton on n events from a logical specification—from the
n-cube, mark with dots only those vertices which satisfy all the equations. The
resulting structure gives a partial boolean algebra for the specification, and this
can be converted into a pdlat or eks.

Action Refinement. Given an eks (E,Q), and another eks (Eq, Q1) where



¢ € Q1 and E) € @y, (i.e. it is conflict free), we can refine any event e in (F, Q)
by (E1,Q1) to get a new eks (E', Q') as follows: E' = E — {e} U Ey, and the
set Q' is obtained from Q. If ¢ € ), and e € ¢, then q € Q'. If e € g, then
qg—{e}UE; € Q. Also, for these g, if Va € q,a # ¢ = e £ a, then for each
¢ €Qi,qg—{e}uqd €qQ".

What this means is that instead of doing e, we do the eks (F1,Q1). The
third clause assures that the intermediate states of (Eq,@1) are added iff no
event in the state is preceded by e, since otherwise the event e must have been
completed in some previous state. Thus if we looked upon events as intervals,
a dot means that the event before it and the event after it are disjoint in time,
whereas a hole means that they overlap.

4 Process Algebra

We now define a process algebra for combining various eks’s. The operations
considered are parallel composition A|B, sequential composition A; B, choice
or summation ALIB, iteration A* and interaction A ® B. In order to define
sequential composition and iteration, we add the concept of final states to the
definition of an eks. An eks now is (E,Q, F), where F C Q. If A= (E,Q,F)
is an eks, we define functions E(4) = E,Q(A) = Q and F(A) = F, giving
respectively the events, states and final states of A. Note: in the following
expressions, the set union operator has the lowest precedence.

Parallel composition A|B of A and B is the independent execution of A and
B. We assume E(A) N E(B) = ¢. Define E(A|B) = E(A) U E(B), Q(A|B) =
lala=aUqp,q € Qi) e QB)}and F(AB) ={q¢|¢=qaUgq,q €
F(A),q2 € F(B)}. This is an eks as F(A|B) C Q(A|B) C 2F(AIB) Note that
any events which can be executed from a state in A can be executed from any
corresponding state in A|B, and similarly for B, showing that this represents
independent execution of A and B. A state in the composition is final iff both
A and B are in their final states.

The symbol for parallel composition used here is to conform to the usage
in the process algebra community. However our preferred symbol for it is +
[GP93], since this is a coproduct in an appropriate category. Consequently we
prefer O for the eks 1 defined below, since it is an initial object in that category.

Sequential composition A; B represents the execution of B after completing
the execution of A, i.e. after A has reached a final state. Once B starts execut-
ing, A may not execute any further. Define E(A; B) = E(A)UE(B) x F(A), i.e.
have one copy of B for each final state of A. Then Q(A;B) = Q(A)U{q | g =
G Ug x{a1},q1 € F(A),q2 € Q(B)}, saying that the automaton can be in a
state of A, or having reached a final state of A, execute events in the copy of B
associated with that final state of A. F(A;B) ={q|¢=qaUq x{a},q €



F(A),q2 € F(B)}, saying that a final state is one in which A in a final state
and B has also reached a final state afterwards.

Choice or summation ALIB is the execution of A or B but not both. We
define E(AUB) = E(A) U E(B),Q(AUB) = Q(A) UQ(B), F(AUB) = F(A) U
F(B). If E(A) and E(B) are disjoint, this executes either one of A or B but not
both, and once having started A, no event in B can be executed, since there is
no state containing both events of A and events of B. However we do not insist
on the disjointness, since we wish to include the possibility of choosing between
two copies of A etc.

Define the null eks @ to be (¢, ¢, ¢), the eks which does nothing. Also define
the eks 1 to be (¢, {¢}, {¢}), which will be the identity for A; B and A|B.

Proposition 2 The following properties hold
A

(1) AUA

(2) AUB = BUA

(3) Au(BUC) = (AuB)LC
(4) Al® = A

(5) Al = A

(6) AlB = B|A

(7)  AB|C) = (AB)|C
(8) Al =2 ;A=A
(9) ;A = O

(10)  A;(B;C) = (4B);C
(11) (AuB)|C =~ A|CUB|C
(12) (AuB);C = A;CuB;C
(13) C;(AuB) = C;AUC;B

Proof: The first seven properties follow from the properties of set union. The
eighth follows as the cartesian product of any set with the singleton is isomorphic
to itself. The ninth holds as the product of an empty set with anything is empty.
In the next 4 properties, the arguments for the equality or isomorphism of F
are similar to the respective arguments for @, and so are omitted.

(10) E(A;(B;C)) = E(A) U E(B;C) x F(A) = E(A) U E(B) x F(A) U
B(C) x F(B) x F(A). But F(B) x F(A) = F(A: B), so we get E(A: (B: () =
E((A; B); C).
Q(A;(B;C) = QA)U{gla=qaVUgex{nt,q € F(A),q¢cQ(B;0)}
= QA U{glg=aUg x{n},a c F(A),q¢cQ(B)}
Uglg=qa U x{antUg x{a}x{e}ta c F(A),q¢ € F(B),q3 € Q(C)}
= QEA»B) {gla=aVUqex{n},aq € F(A4;B),q2 € Q(C)}
= Q ;

(4; B); C)
U

(11) E((AUB)|C) = E(A) UE(B) U E(C) = E((A|C)U(B|C)).

10



Q((AuB)|C) {ala=qnUq,q € QAUB),q¢2 € Q(C)}
{ala=qUq,qcQ(A),q cQC)u
{a]a=aq1Uaq.q € QAUB),q2 € Q(O)}
Q((A|C)U(B|C))

(12) E((AUB); C) = E(A) U E(B) U E(C) x F(AUB) = E((4; C)U(B; C)),
as F(AUB) = F(A) U F(B).

QUALB)C) = QIAUB)U{q|a=mUg x {0} o € F(AUB). g2 € Q(C))}
QA U{glg=qUq x{an}t,qa € F(A),q¢ € Q(C)}U
QB)U{qle=qaUq x{n},q € F(B),q2 € Q(O)}
Q(A;C)UQ(A;C)

= QA C)U(B;C))

(13) Similar to (12). These distributive laws can be extended to an infinite
summation also. |

The iteration of A, denoted A* represents the repeated execution of A finitely
many times, as proved below. Define E(A*) = {(a,?) | a € E(A),i € N}, where
N is the set of natural numbers. Then Q(A*) = {¢} U{q | ¢ = Uycicp(qi,i) U
(gn,n),q; € F(A) for i < n,q, € Q(A),n € N}, where (q,7) = {(a,i) | a €
q}. The set of final states is defined similarly, F(A*) = {¢} U {q | ¢ =
Uo<i<n (@i i), 4 € F(A) for i <n,n € N}.

Proposition 3 A* 21 UAUAAUAAAL. ..

Proof: Since the event sets F(A) and FE(B) must be disjoint for A; B, we
index the events of A; A; A... with the number of the occurrence of A. Then
the event sets on both sides of the equation are identical.

Consider the states in A™ = A;A;...; A, i.e. A repeated n times. For
n = 1 these are just Q(A) = {q | ¢ = Upcicn(@i1?) U (gn,n),q € F(A) for
i < n,qn € Q(A),n =1} and F(A) = {q | ¢ = U0<z<n(ql, i),q; € F(A) for
i <n,q, € Q(A),n = 1}. Assume this is true for n = m. Then Q(A™*!) =
QA™ U{q | ¢ =q1 U (gn+1,m+1),q1 € F(A™),gm+1 € A} by definition.
But F(A™) ={q | ¢ = Uij<,n(4::7), a0 € F(A)}. So we get the required form
for Q(A™Y), ie. {q| q= Uocicn (@) U (gn,n),q; € F(A) for i < n,g, €
Q(A),n < m}, and similarly for F(A™*!). Since Q(A*) is just the union of all
these state sets, and F(A*) is the union of all the final state sets, we get an
isomorphism between the state sets and the final state sets on both sides. W

This gives us all the necessary properties of A*. In particular, we can prove
that (A*)* =2 A* A" A* =2 A* and (AUB)* = (A*; B*)*. A* is the least fixed
point of the function f(A) = 1UA; f(A). We can similarly define AT as the fixed
point of f(A) = 1UA|f(A), mentioned earlier in [Pra86].

Interaction, A® B, earlier known as orthocurrence or flow[Pra86, CCMP91],
represents one process flowing through another. For example, if process A is

11



three trains running sequentially, and process B represents four stations on the
track, then there are 3 x 4 = 12 events, corresponding to each train arriving at
each station. For each train, the stations must arrive in the same order, and
for each station the trains must arrive in the same order too. This leads us to
define F(A® B) = E(A) x E(B), and Q(A® B) ={q C E(A®B) | Vb € E(B),
if go = {a | (a,b) € g}, then ¢, € Q(A), and similarly for events in F(A)}.
F(A ® B) is defined similarly, by replacing @ by F in this definition.

Proposition 4 The following properties hold

(1) A®B B® A
(2) A (Be() (A@B)®C
(3) (AB)y® C (A C) (B ()

111

Proof:

We omit the proofs of the first two identities, as they follow from the defini-
tion.

3) E(A|IB)® C)=E((A® C)|(B® ()), as x distributes over set union.

QUAIB)®C) = {q|Vce E(C),q. € Q(A|B),Vd € E(A|B),qa € Q(C)}
= {q|Vee E(O)[ge = (ge)1 U (gc)2, (gc)1 € Q(A), (qc)2 € Q(B)],
Va € E(A)lga € Q(C)],Vb € E(B)[gy, € Q(O)]}
= {alg=qUg,Vce E(C)[(q1). € Q(A), (q2)c € Q(B)],
Va € E(A)[(q1)a € Q(C)],Yb € E(B)[(g2)s € Q(C)]}
= QUA®C)|(B®0))

In the third step, we separated out the ¢ into two states, one whose first
components came from A, and the other, whose first components came from B.
Then we used the fact that g, is the same as (q1),, and same for g,. The proof
for the final states is similar. Interaction does not distribute over sequential
composition or choice. [ |

5 Relationship with Event Structures

We show that eks’s subsume the most general case of event structures as defined
by Winskel [Win88b]. As we have shown above, conflict and enabling of events
can be expressed in an eks. Since these are the only two concepts required in
the definition of an event structure, we can show that event structures can be
modeled by eks’s, for what amount to trivial reasons. However event structures
cannot distinguish causality and enabling, showing that eks’s are strictly more
general than event structures.

An event structure is a set of events E, with a conflict relation # and an
enabling relation I, defined in [Win88a]. A configuration is any subset of events
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which could have occurred in the event structure, so it must be conflict free, and
every event must be caused by some previous events in the set according to the
enabling relation. Given an event structure £ = (E, #,F), let F(E) be its set
of configurations. We form the eks G = (E, F(FE)), which is clearly equivalent
to the event structure, and this leads us to the following theorem.

Proposition 5 For every event structure that is formed from its family of con-
figurations, there is an eks which has the same properties:

1. If a#b in the event structure, then T'(G) = —(a A D).

2. If Xu Foe,...., X, b e in the event structure, then T'(G) E e — V X;,
where X; is taken to be the conjunction of the events in X;.

The labelling of eks’s enables this embedding to respect the labelling function
of labelled event structures too. The definition of sum in Winskel corresponds
to the definition of (disjoint) sum above:

Proposition 6 Let Ey and Fy be two event structures, and Gy and G be their
corresponding eks’s. Then G = GoUG] is the eks corresponding to & = Ey+ F;
as defined by Winskel.

Proof: The sum of Ey and E; is the disjoint union of their events along
with their individual conflict and enabling relations, such that every event of
Ey is in conflict with Eq. Then E(G) corresponds to the events of E. Also, any
configuration of F is a configuration of Ey or of F;, as no mixed configuration
is possible. This is exactly the state set of G. [ |

There is no universally accepted definition of sequential composition for
event structures. Baeten and Vaandrager[BV92] define sequential composition,
and our definition does agree with theirs operationally. They define a special
event, a 4/ which is interpreted as the last event of the process executing the
event structure. Sequential composition Ey; F1 is then defined by refining each
V/ of Ey with E;. We can mimic this by letting each configuration in which a
v/ can be performed next as a final state of Gg, the eks corresponding to Fj,
and omitting 4/ from the set of events. The correspondence between the states
of Gy; G1 and the configurations of Ey; E; is then clear.

In [Win88b], Winskel defined the partial synchronous composition of two
event structures. It is possible to define this for eks’s also, in a way that respects
the above embedding.

We let A||B stand for the partial synchronous product of A and B. Then
E(A||B) = E(A)UE(B)UE(A)x E(B). Q(A]||B) is a set of subsets of E(A||B),
each element g of which satisfies the following properties:
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1. The sets ¢ N E(A), and for each b € E(B){a | (a,b) € ¢} are pairwise
disjoint. Similarly, the sets ¢gN F(B), and for each a € E(A){b | (a,b) € q}
are pairwise disjoint.

2. Define g4 = (¢N E(A)) U Pri5(¢gN E(A) x E(B)) and ¢g = (¢N E(B)) U
Pry(¢qN E(A) x E(B)). Then g4 € Q(A) and ¢p € Q(B).

3. If ¢ Cgaand ¢’ € Q(A) then 3¢” € Q(A||B)[¢" C ¢ and ¢’ = ¢’4] and the
same for B.

The first property says that an event of A may either occur alone or may
synchronize with exactly one event of B. The second condition says that if we
extract all the events of A which have happened in a state ¢, then these must
form a state of A, called ga. The third condition says that if can reach the
state g4 in A by doing some events, then we should be able to do the same
events (some synchronized with events in B) to reach the state g. This prevents
some undesirable states, eg the state {(a,d), (b, ¢)} is not allowed when forming
(a;0)||(c; d). Tt is eliminated as there is no way to reach it by first doing a and
then b, as that would lead to doing d before ¢. The only states allowed in the
above example are” {¢, a,a+b,c,c+d,a+c,a+c+d, a+c+b,a+b+c+d, ac, ac+
b,ac+d,ac+b+d,ad+c,ad+c+b,cb+a,cb+a+d,a+c+bd,ac+bd}. All the
other states are ruled out as they do not satisfy one or more of the conditions.

This definition agrees with that of Winskel[Win88b].

Proposition 7 Let Ey and E5 be two event structures, and Ay and As the eks’s
corresponding to them. Then the eks A1||As corresponds to the event structure
E formed by the partial synchronous composition of E1 and Es.

Proof:  Outline: The events of F match the events of A;||As, by definition.
Each state in A1 || Az is conflict free, by the first condition. Also, if any two events
were in conflict in F4, then they would not occur in any state of A1, so they
would remain in conflict in states of A;||A4s, by condition 2. Finally we can use
the third condition to prove by induction that all states in A;||As are secured.
Conversely, since the only states that were dropped were the ones that did not
satisfy these conditions, the remaining states are exactly the configurations of
E. |

Another model which is superficially similar to eks’s is Gunawardena’s causal
automata[Gun91, Gun92]. However the semantics for causal automata are quite
different from that of eks’s, in that if ¢ — b is true in a causal automaton, then
b must have occurred before a, whereas in eks’s, this condition means only that
a cannot occur before b. As a result, causal automata can express deadlock,
which we have not been able to express using eks’s. The logical constraints that

6 Pry(X) is the set of first components of elements of X.
"We write ac + b for {(a, c),b}.
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causal automata can express on events are a strict subset of the constraints
expressible in eks’s, for example causal automata cannot distinguish between
choice and non-determinism, or between causality and enabling.

6 Summary

We have defined a process algebra of eks’s, and given various properties for the
connectives. We have also shown a duality for eks’s which enables us to look
at each eks as a declarative program, a schedule or as an imperative program,
an automaton. This would enable a programmer to choose the point of view in
which it is easier to write any program, and also allows for an easy conversion
between the two views. This duality is a form of Stone duality[Joh82], and we
will discuss this connection elsewhere.

The natural semantics for eks’s is a true concurrency semantics, as in event
structures and Petri nets. However eks’s also enable us to specify nondetermin-
ism and choice, and causality, which the other two models do not.

The major limitation of our approach is that choosing conflicting alternatives
ensures that we are in different branches of the automaton, and can never come
together again. This seems to be a feature of all existing schedule automaton
dualizations[NPW81, Win86, Pra92]. It makes it necessary to unfold any loops
in an automaton, and duplicating the actions, as in our definition of A*. This
may have undesirable consequences for algorithms using eks’s, and complicate
decision problems. It also does not take into account the fact that some conflicts,
like in mutual exclusion, are temporary. This permanence of conflict is the
reason why the information-time graphs for eks’s are monotonically increasing.
In other words, eks’s never forget any information about any choices made in
the past, even if some of this information is useless.

We hope to overcome this problem by extending schedule automaton duality
to structures in which conflict is not so permanent. One approach for doing this
seems to be higher dimensional automata[Shi85, Pradl, GJ92], which distinguish
a mutex b from ab+ ba by representing the former as a square with no interior,
and the latter as in eks’s with labelling. Eks’s cannot make this distinction
now, but higher dimensional automata do not yet have the schedule automata
duality, and we hope to reconcile the two.

We have not shown completeness of the properties of the eks connectives,
and plan to address this in the future. The set of connectives can be embellished
with the other operators from linear logic, and eks’s then form a model for it,
but this model is also not complete. However it does give us a logic to reason
with eks’s, and is useful in constructing a verification language for concurrency.
This connection is explored in[Pra93].
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