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A simple ST operational semantics for a process algebra is provided, by defining
a set of operational rules in Plotkin’s style. This algebra comprises TCSP parallel
composition, ACP sequential composition and a refinement operator, which is used
for replacing an action with an entire process, thus permitting hierarchical spec-
ification of systems. We prove that ST-bisimulation equivalence is a congruence,
resorting to standard techniques on rule formats. Moreover, we provide a set of
axioms that is sound and complete with respect to ST-bisimulation. The intriguing
case of the forgetful refinement (i.e. when an action is refined into the properly
terminated process) is dealt with in a new, improved manner.

1 Introduction

Among the non-interleaving equivalences, one of the most relevant is ST-bisimulation
equivalence, originally proposed in [13] over Petri Nets, from which it takes the name (S
and T are the initials of the German words for Place and Transition). This semantics drops
the assumption that actions are atomic activities, hence, unobservable in the middle of
their evolution. This is implemented by splitting every action in two distinct phases: the
beginning and the ending which, instead, are considered atomic. Additionally, in order
to prevent possible confusion in the presence of autoconcurrent actions, every ending
phase is unambiguously related to its own beginning phase through some supplementary
information. In the version of ST semantics we exploit, a causal link connects every
ending phase to the corresponding beginning phase [15]. This is achieved by equipping
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each ending phase of an action with a “relative pointer” to indicate the number of phases
which have occurred from the beginning of that action.

ST semantics expresses an elementary form of duration, as many action phases can
be executed in between a beginning and its end. Moreover, ST semantics is the semantics
for the operation of action refinement. This operation substitutes the execution of a
process for an action, thereby introducing the possibility of relating descriptions of the
same system at different levels of detail. It has been extensively studied in the semantic
domain of event structures [12, 6], where an event is replaced by a whole structure. ST-
bisimulation equivalence has been proved to be a congruence for this operation in [9] and
the coarsest congruence contained in interleaving bisimulation in [24].

In this paper, we define an ST operational semantics in SOS style [22] for a process
algebra equipped with the TCSP parallel composition operator, the ACP sequential com-
position operator and the refinement one. The transition system we define is labelled
on action phases; hence, two agents are ST-bisimulation equivalent if their correspond-
ing states are strongly bisimilar. The transition system specification (T'SS, for short) we
propose fits the tyft format of [16]. Therefore, we can exploit a nice result of that paper,
namely that strong bisimulation is a congruence. Then, we provide a sound and complete
axiomatization for ST-bisimulation: to obtain this, we conservatively extend the TSS by
adding some auxiliary operators, following the lines of the algorithm defined in [1].

We claim that the operational description we provide for the operator of action re-
finement is in perfect agreement (apart from the way the empty refinement is dealt with)
with the denotational one in terms of flow event structures described in [12]. Our claim is
based on a similar proof, provided in [5], where a slightly different language and a slightly
different version of ST semantics are considered. We argue that our way of dealing with
the empty refinement, which can be useful in applications [12], is more satisfactory than
the one of [11], and that event structures are not expressive enough to model this type of
refinement.

2 Labelled Transition Systems

We recall the basic, relevant notions about transition system specification from [16], in-
corporating a recent improvement reported in [8, 10].

Let V be a denumerable set of variables; z, y, z are typical elements of V. A single
sorted signature X is a pair (F,§), where F'is a set of function names disjoint with V', and
1 F' — w is a rank function which gives the arity of a function name. With T(X) and
T'(X) we denote the set of open and closed terms respectively over signature ¥. V(¢) CV
denotes the set of variables in a term ¢. A substitution o is a mapping V — T (),
extended homomorphically to terms.

Definition 2.1 A transition system specification (TSS) is a triple (¥, A, R) with ¥ a

Stie I}
L=t

index set, ¢;,t;,¢t,t' € M(X), a;,a € Afori € [. [ |

signature, A a set of labels and R a set of rules of the form {t: with I an

If r is a rule satisfying the above format, then the elements of {t; 2% | i € I} are called



the premises of r and t = t' is called the conclusion of r. A rule of the form —&— is

t—>t!
called an axiom, which, if no confusion can arise, is also written as ¢ = ¢'. An expression

of the form ¢ = ' with @« € A and ¢,¢' € T(X) is called a transition (labelled with a). The
letters ¢, ¥, x are used to range over transitions. The notions ‘substitution’, ‘V/(-)" and
‘closed’ extend to transitions and rules as expected.

Definition 2.2 Let P = (X, A, R) be a TSS. A proof of a transition ¢ from P is a well-
founded, upwardly branching tree of which the nodes are labelled by transitions ¢ - ¢’
with ¢,¢' € TM(X) and a € A, such that: the root is labelled with v, and if y is the label
of a node g and {y; | ¢ € I} is the set of labels of the nodes directly above ¢, then there

{gi]iel}
¢

is a rule in R and a substitution o such that y = o(¢) and x; = o(¢;) for

i € I. If there exists a proof of ¢ from P, then ¢ is provable from P (notation P ). m

Definition 2.3 A labelled transition system (LTS) is a structure (5, A, —) where S is a
set of states, A an alphabet, and —C S x A x S a transition relation. We write ¢ = ¢’ to
indicate that (¢, a,t') €—. [ |

Definition 2.4 Let A = (5,A,—) be an LTS. A relation R C S x S is a (strong)

bisimulation if it satisfies:
o if (s,1) € R and s = s, then there exists ¢’ € S with t = ¢ and (s/,¢') € R;
o if (5,¢) € R and ¢ = ¢, then there exists s’ € S with s = s’ and (s',¢') € R.

Two states s,¢ € S are bisimilar in A, notation A : s < t, if there exists a bisimulation
containing the pair (s,t). Note that bisimilarity is an equivalence relation. [ ]

Definition 2.5 Let P = (3, A, ) be a TSS. The transition system 7'S(P) specified by
P is the triple T'S(P) = (T(X), A, —p) where the relation —p is defined by: ¢ = p ¢’ iff

Prt51,
We say that two terms t,¢' € T(X) are (P-)bisimilar, notation ¢t <p ¢/, if TS(P) :
t < t'. We write t & t' if it is clear from the context what P is. [ |

TSSs do not always generate LTSs for which bisimulation is a congruence, but they
do if their rules satisfy the format below.

Definition 2.6 Let X = (F,{) be a signature and let P = (3, A, R) be a TSS. A rule in
{t; Sy |iel}
f(.??l, Ce ,fCﬁ(f)) i} 2
Foa (1 <0 <4(f)) and y; (v € I) are all different variables, a;,a € A and ¢;,t € T(X)
for e € I. P is in tyft format if all the rules in R are in tyft format. ]

R is in tyft format if it has the form

with f a function name from

Theorem 2.7 Let ¥ = (F,4) be a signature and P = (X, A, R) a TSS. If P is in tyft

format then strong bisimulation is a congruence for all function names in F'. |



Definition 2.8 Let P = (¥, A, R) be a TSS and let r be a rule in R. The bound variables
of r are recursively defined as the ones that occur in the left hand side of the conclusion
or in the right hand side of a premise ¢t = ', where ¢ contains bound variables only. A
rule r is pure if all variables that occur in it are bound. The TSS P is called pure if all
rules in R are pure. ]

Given two TSSs Py and P, we use Py @ Py to denote their componentwise union, which
is only defined if function names that occur in both the signatures of Fy and P; are given
the same arity. If Fy and P; are in tyft format and some other conditions are satisfied, we
have that the outgoing transitions in the transition system defined by Fy of terms in the
signature of Py are the same as the outgoing transitions of these terms in the transition

system defined by Py & P;.

Definition 2.9 Let P, = (¥;, A;, R;) (1 = 0,1) be two TSSs with P = P, & P; defined.
Let P = (¥, A, R). We say that P is a conservative extension of Py and that P; can be
added conservatively to Py if for all t € T'(Xg), a € A and t' € T'(¥):

Pt «— PyFtS ¢ m

Note that if P is a conservative extension of Fy, P is also a conservative extension up to
bisimulation, i.e. for t,#' € T'(Xg): t&p t' < tep t.

Theorem 2.10 Let Py, = (X, Ao, Ro) be a TSS in pure tyft format and let P =
(31, A1, Ry) be a TSS in tyft format such that no rule of R; contains a function name
from Yy in the source of its conclusion. Let P = P, @ P, be defined. Then P, can be
added conservatively to Fp. [ ]

3 The Language

Let Act be a countable set of actions; a, b, ¢, d range over Act and S over the subsets of
Act. The process terms are generated by the following syntax:

tu=e|d|alt-t'|t+t"|t|st'|tla~ ]

Intuitively, ¢ is the successfully terminated process, whereas ¢ is the deadlocked pro-
cess. The operators - and + are the ACP sequential and alternative composition, respec-
tively. With ||s we mean the TCSP parallel composition, where synchronisation over
actions in S is required’. When set S is empty (i.e. when no synchronization is allowed),
we usually omit the subscript S in ||s. Finally [a ~»] is the refinement operator as defined
e.g. in [7].

Recursion can be added and modelled in our operational approach in the usual way
(see [14] for a possible operational ST semantics for recursion). However, as our main
concern is the axiomatisation, we prefer to restrict our attention to the finite calculus
above.

1One could consider also more general parallel operators, like the ACP one. Our work can be easily
adapted to ACP and similar languages.



4 Operational Semantics

To define the operational semantics, we need a more generous signature to represent the
states. Let k range over integers. Let ¥ = (F|{), where

F = {e,6,+, }U{a|a€ Act} U{a' | a € Act} U{[k] | k # 0}
U{lls | S C Actt U{[a~] | a € Act} U {4 | k > 0}

i(e) = §(6) = t(a) = §(a') = 0

B([k]) =1

H+) = 8() = #(lls) = t(la~]) = (=) = 2

As any action is split in two phases, we need a unary operator to represent the state of
its intermediate execution. An action a performs its beginning (denoted, with abuse of
notation, a as well), reaching a'. This performs the ending of the action a, where the
superscript 1 states that this ending refers to the just performed transition. In general,
the causal pointer from an ending to its beginning is implemented as a superscript number
k stating that its beginning has been executed k transitions before. The delay operator [k]
suitably updates the pointers. It will be introduced in a context of parallel composition

and refinement. The merge operator % is used when merging the executions of a refined
agent and the activated refining agent. Intuitively, it is a restricted form of parallel
composition, as illustrated in Section 6.

Let Act® = {u* | u € Act Ak > 0} be the set of endings; let Actsy = ActU Act” be the
set of phases, where a label in Act is called a beginning; n ranges over Actsy and 6 ranges
over Actsy U{\/}, where action / (sometimes called “tick”) denotes clean termination.

Let P = (¥, A, R) be the TSS where A = Actsr U {\/} and R is the set of rules listed
in Table 2 commented upon below. The auxiliary functions used in the rules are defined
in Table 1. The functions name and index are intuitively clear. They extract from a label

name(a) = a index(a) =0 | f(a,k)=a

: a9k if > ||
name(a®) = a |index(a®) =k | f(a", k) =
a otherwise

name(y/) =/ FWk) =+

1 ifk>0
sg(k) = 1 inc(k) = k + sg(k)
1 ifk <0

Table 1: Auxiliary functions on action phases

the name of the action and the associated index, respectively. Function sg(k) returns the
sign of the integer k, while inc(k) increases the absolute value of k. Finally, function f
updates the index of the label to which it is applied.?

2From the definition of f we cannot exclude to obtain action endings with a zero or negative index.
However, we have that terms reachable from elements of the language contain positive indexes only.



2 !
T —>
(I'ICK) e (DELAY) . x
(k] "= [inc(k)]a’
— ' ot by
(SEQD) - (SEQ2) * i y
-y i> x . Y Ty y,
X i> X y ify'
(ALT1) . (ALT?2)
r4+y—a rtySy
oot
T— T
(PARL) ; name(n) ¢ S
zllsy = a'|s [1]y
ot
u
(PAR2) yn y el & S
zllsy = [z |lsy’
v y N y'
(PAR3) i (0] € SU ]
ellsy—=a'llsy’
0 !
T —r
(REF1) x : T )i
!
J:[af\» y]—>:c[a«»y]
=y y N y'
(REF?2) : 1
l’[af\» y] N Jfl[a ~ y]my’
(REF3) z e’ a_1> " [—1][-1](z"]a ~ y]) Oy y \_/> '
.If[a ~> y] i} z'"
0
(MERGE1) kK n ktl index(n) # k
way = 2" va [1]y
N
v
(MERGE?2) i
n 1,
xeay — [z sy
(lk 0 \/
- e B 1)e oy hy
(MERGE3) Sk

X}y — :C"

Table 2: Rules for basic operators




Axiom (ACT1) represents the starting of an action, while (ACT?2) accounts for the
execution of the ending. (TICK) is the rule for the term e, which performs 4/ and
terminates. The rules for sequential and alternative composition are standard (see e.g.
[16]). The rules for the TCSP-like parallel composition are almost standard. According to
(PAR1), the asynchronous execution of a phase from the left subagent can be performed
if this phase is part of an action not in the synchronisation set S; note, however, that the
right subagent is delayed (i.e. the delay [1] operator is applied to it), because the pointers
of all ending phases it will execute that point back to before the current state must be
incremented by one, as they refer to transitions which are one step further back. Rule
(PAR3) needs no delay as both subagents take part in the synchronisation; note that
the termination signal y/ can only be performed synchronously by the two subagents.
The rule for the delay operator might appear a bit clumsy, as it works for integers k
which can also be negative. A negative delay is needed when skipping some transitions,
as now the pointers are to be decreased. The operator [k] increments pointers by 1 if
k is positive; it decrements by 1 if k£ is negative. Thus decrementing by 2 needs to be
expressed as [—1]|[—1]; not as [—2]. The value of |k| specifies which pointers need to be
adapted; namely all pointers that point back at least & phases before the current state.

More interesting are the rules for refinement. Rule (RE F'1) accounts for the case when
the performed phase belongs to an action which is not to be refined. On the contrary,
(REF'2) states that whenever the agent under refinement, x, starts the execution of the
action to be refined, a, then z[a ~» y] performs the first, non tick, phase the refining agent
y is able to do; the reached state is the merge of the two subagents, where the parameter
1 of the merge operator remembers the index of the ending phase of the refined action.
Particular care should be devoted to rule (REF3) which deals with the case when y can
properly terminate, as in the so-called empty refinement [a ~ ] (see Section 6 for a longer
discussion). If z is ready to start the execution of a, then it will complete it, becoming z”,
and then we will take the first transition the refinement of z” is able to do, remembering
to update the pointers, as we have skipped two transitions (the one for a and the other
for a'). The three rules for the merge operator state that the refined agent z can always
perform a phase asynchronously, provided that this phase is not the ending of the action
which has been refined (see rule (MERGFE1) with its side condition); that the refining
agent can proceed without any constraint (see rule (MERGE?)); and that the merged
execution of the two ends when z is ready to perform the ending of the refined action and
y can terminate properly.

It is worth-while observing that the transitions are labelled with parameters that range
over actions and natural numbers, and not directly with actions, as required by the tyft
format; so, every rule in our TSS is a rule schema corresponding to an infinite set of rules.

Proposition 4.1 P is pure and in tyft format. Strong bisimulation is a congruence for
all function names in F'. [ ]
5 Axiomatisation

In this section we introduce a set of auxiliary operators; then we define an axiomatisation
and prove its soundness and completeness with respect to bisimulation.



5.1 Auxiliary Operators

First we introduce a set of auxiliary operators, that are necessary to obtain the axioma-
tisation. Let X' = (F' 1), where:

F' = FuU{a"|a€ Act}U{d"|a € Act Nk > 2}

kEok
U{ls,|s | SCActu{q, > [E>0}U{>}
if f € F then §'(f) = 4(/)
f'(a*) =4(a*) =0
k k

Flls) =4(ls) =4(Q)=#(p)=4(>) =2
In this setting, it is essential to introduce a syntactical distinction between actions and
beginnings. To this aim, we introduce the auxiliary beginnings of the form a™, which can
perform the beginning a and then terminate successfully. The operators of the form a*,
for any k£ > 2, are needed as we have labels of this kind in the operational rules of the
previous section. The left-parallel lls and the synchronisation-parallel |5 are useful for
the axiomatisation of the parallel operator ||s. They play the same role as the left-merge
and communication merge of ACP [3]. However, whereas the left-merge of [3] insists
that the first action in a parallel composition comes from the argument on the left, our
lls only insists that the first phase comes from the argument on the left. As far as the
mnemonics concerns, ls points to the left, whereas the left merge is shaped like an L;

k k
there is no need for a right-merge here. The auxiliary operators <1 and > play a similar

A . .. k
role in the axiomatisation of the <. Due to the asymmetry between the refined and the
refining process both are needed here. >> is used to axiomatise the refinement operator.

Let P' = (¥, A, R") a TSS, where R’ is the set of rules listed in Tables 2 and 3. The

k

(ACT3) at B¢ (ACT4) a"Se k>1
n ! u‘l ! ! 4 " \/ !
y—y . = [—1][-1]z' = 2"y Sy
(RTOM1) o —  (RTOM?2) —
T2y — XY >y =
oo a* r 0 Ny
y—y . z=a [l = 2"y Sy
(RME1)  ————— (RME2) —
by — [llzy Tby —x
(LME) i index(n) # k
index(n
2 a1y 2 o1y
x>z
(LPAR) name(n) € S

zlsy I g s [1]y

6. 6.
x—=a'y—y

(SYNC) name(0) € S U {/}

elsy B a||sy

Table 3: Rules for auxiliary operators

only rules we comment on are those for >. The first rule states that the next transition,



if not tick, must be taken from the right subagent; the reached state is the merge of the
two, with pointer one. The second rule, instead, covers the case when y can terminate.
This rule is similar to (REF3). In this way x>y behaves exactly like z[a ~ y] when the
latter is about to start refining an action a.

Proposition 5.1 P’isin tyft format. Strong bisimulation is a congruence for all function
names in F’. P’ is a conservative extension of P. [ ]

The binary operators are left associative and binding priority is defined in decreasing

ko k
order as follows: - > [k] > [a ~] > ||s, Is, |5,Dk<,<l, >,> > +.

5.2 Axiomatisation

Let Act™ = {u* | u € Act}. Let X range over Actt U Act” U{5}. We extend the auxiliary
functions introduced in the previous section in the following way:

at)=a |index(a™) =0 f(at,k) = a*
name(d) =4 |index(d) =0 | f(d,k)=4¢

Let T be the axiom set in Tables 4 and 5. Our axioms for the interaction between
| and the empty process is a mild variation on the treatment of [25]. While the axioms
for the alternative, sequential and parallel composition are almost standard, the other
axioms are not so usual. First, observe axiom (act). It states that any action a should
be intended as composed of the sequence of its beginning and its ending (with pointer 1).
The three axioms for the delay operator reflect clearly its operational definition. More
intriguing is the case of refinement; in particular, (ref2) shows that the refinement can
start by dropping the beginning of the refined action and giving priority to the refining
subagent y. Note that no action has been extracted from the term, so, no phase has been
“executed”. This is done by the first application of axiom (rtom1), if y is not terminated,

k k
or of (rtom2), if y terminates properly. The axioms for < and > are intuitively clear, as

(Imergel) corresponds to the operational rule (MERGEL), (rmergel) to (MERGE?2) and

k
(rmerge2) to (MERGE3). Finally, note that the axioms for > and I are very similar:
they differ only in the application of the delay operator in the first two axioms.

5.3 Soundness and Completeness

We cannot apply the algorithm presented in [1] because the rules of our TSS do not fit
the GSOS format used in that paper, due to the presence in our TSS of lookahead and of
an infinite set of rules and operators. However, we follow the lines presented there.

Given a set E of equations between terms, and ¢t = ¢’ another equation, we write
E Ft =1 to indicate that the equation ¢t = t’ is derivable from E by means of equational
logic. The rules of equational logic assert that equality is a congruence that it is preserved
by instantiation of variables. For a formal definition see, e.g. [17].

In the following we state that the theory 7 is sound and complete with respect to < .
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(altl) z+y = ytaz (seql)  (zy)z = =z(yz)

(alt2) (z4+y)+z = x+(y+2) (seq2) (x4y)z = zz+yz

(alt3) r+zxr = =z (seq3) dr = 9

(altd) x4+ = =z (seqd) ex = =z
(seqb) e =

(act) a = atal

(par) zlsy = zlsy+ylsz+alsy

(Iparl) Me lsy = Ma|s [1]y) if name(A) € S

(Ipar2) A llsy = 6 if name(A) € S

(Ipar3) elsx = ¢

(lpard) (z4+y)llsz = zllsz4+yllsz

(syncl) Azls Ay = Az |lsy) if name(\) € S

(sync2) Az s Ay = 6 if name(A) € SV A # X

(sync3) elsAy = o

(syncd) glse = ¢

(syncd) (z+y)lsz = zlsz+ylsz

(syncb) vlsy = ylsw

(delayl)  [H02) = FO k) (ine(k)]2)

(delay?2) [kle = ¢

(delay3) (e +y) = Ko+ [y

Table 4: Axioms for all the operators (except refinement)




(ola~ g = Mala~ g) i) £ at
(aTz)la~yl = (zla~y])>y
gla~yl = ¢
(ctyla~ 2] = ala~ 2] +yla~ 2]
s>y = Aasy)
atrse = [—1][-1]
Az>e = 6 if index(\) # 1
e»e = 0

(z+y)>e = z>ec+y>e
e>y+z) = v>y+ar>z

k k k
<y = ady +x by
Aedy = MoH[Lly) if index()) # k
\edly = 6 if index()) = k
k
edr = 0
k k k
(z4+y)dz = z<dz+4ydz
eBAy = A1)
e be = [—1]x
\ebe = & if index()) # k
k
ebe = ¢
k k k
(z+y)be = zbe+ybe
k k k
e>(y+z) = zby+abz

Table 5: Axioms for the refinement operator
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Theorem 5.2 If (¢t =) € T then for any closed substitution p we have p(t) < p(t').

Proof. We report the proofs for a selected set of significant axioms.
Let p be a closed substitution.
(ref2) We want to prove that p((a™z)[a ~ y]) & p((z]a ~ y])>y), that is

(a¥p(x))]a~> p(y)l € (p(z)a ~ p(y)])>p(y).

If (atp(z))[a~ p(y)] 2 ¢ three cases may occur.

e The transition is obtained by applying (REF1). Then the transition a*p(z) s
derivable, with 6 # a. This transition can be obtained in two ways:
by (SEQ1), so we need that a™ SR , but the only transition for a* is at = ¢, hence
§ = a (contradiction); or
by (SEQ2), but we need that a* A (contradiction).

e The transition is obtained by applying (REF2). Then we have that § # ./,
atp(z) S u, ply) Lvand t = ula ~ p(y)]blqv. The transition a™p(z) = u can be
obtained only by an application of (ACT3) and (SEQ1), so we have that u = ep(z),
from which ¢t = ep(x)[a ~ p(y)]bld'v. Applying (RTOM1) to the transition p(y) A
(remember that 0 # /) we obtain (p(x)[a~ p(y)])>p(y) = (p(x)[a ~ ply)])=v.
From the soundness of axiom (seq4) we have that ep(z) € p(z), thus from the
congruence property of ¢ we have ¢t & (p(z)[a ~ p(y)])bldv

e The transition is obtained by applying (REF3). Then we have a™p(z) = u, u L u’,
[—1][—1](w'[a ~ p(y)]) %t and p(y) Yy, As in the previous case, we have u =
ep(x). The only explanation for the transition ep(x) LIGHES through (SEQ2) and
(TICK), thus it must be that p(z) L Being @' # a, with an application
of (REF1) to this transition we obtain p(z)[a ~ p(y)] L u'la~ p(y)]. Applying
(RTOM?) yields (ep(x)[a~ p(y)])>p(y) > t.

Symmetrically, we obtain that if (p(z)[a ~ p(y)])>p(y) % ¢ there exists an u such that
(atp(z))[a ~ p(y)] L uand t e w.
(delayl) We want to prove that [k](Ap(z)) & f(A, k)([inc(k)]p(x)).

Suppose that [k](Ap(z)) L ¢. This transition can be obtained only by (DELAY);
so there exist 6 and u such that Ap(x) iu, 6 = f(0',k) and ¢t = [inc(k)u. From
Ap(z) % w we can derive that A # 0,0 = X and u = ep(x). Hence f(A k) = 6 and
with (ACT3 or 4) and (SEQ1) we obtain that f(A, k)([inc(k)]p(z)) —6>5([inc(k)]p(;l:)).
From the soundness of axiom (seq4) and the congruence property of ¢ we have that

finc(B)]ep(z) & e(finc()]p(z)).
The other direction of the proof is similar.
(rtom2) We want to prove that (a'p(z))>e < [—1][—1]p(2).

Suppose that (a'p(z))>e L+, Because the only possible transition for ¢ is e A d,
the transition above cannot be obtained by an application of the rule (RTOM1). Hence

(RTOM?2) has been applied. As the only transition for a'p(z) is a*p(x) L ep(x) it must be
that [—1][—1]ep(z) 2 t. From the soundness of axiom (seq4) and the congruence property
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of & we have that [—1]|[—1]ep(z) & [—1][—1]p(z), so we have that [—1][—1]p(x) L and
< u.
Again the other direction of the proof is similar. |

Corollary 5.3 If 7 ¢ =t then for any closed substitution p we have p(t) < p(t'). m

Definition 5.4 A termt € T'(YX') is in normal form if it can be generated by the following
gramiar:
nu=clé|at-n|d-n|n+n

A term t € T(X') can be brought in normal form if there is a term n in normal form with

TEt=n. ]

Definition 5.5 Let n be a term in normal form. The length of n is defined in the
following way:
l(e)=1 l(at-n)=1(n)+1
[(0)=1 [(a* n)=1n)+1
In+n)y=1n)+In)+1

Lemma 5.6 Let n and m be terms in normal form. Then
1. the term n - m can be brought in normal form;
for all k£ # 0 there exists a term n’ in normal form with 7 + [k]n = n’ and [(n') = (n);

the terms n lls m, n|sm and n||s m can be brought in normal form;

k k
for all & > 0 the terms n >m, n<dm and niam can be brought in normal form;

the term n>>m can be brought in normal form;

AN

and the term n[a ~» m] can be brought in normal form.

Proof. We establish part 4 with induction on the sum of the length of n and m. The
other parts proceed likewise.
Let n and m be two terms in normal form and {(n) + {(m) = i. We first prove that there

exists a term p in normal form such that 7 F n Ik>m =p.
o if m is € we can have the following cases:
— if n is ¢, we have that ¢ lk>€ = ¢ (rmerge4), and ¢ is in normal form.
— if n is §, we use that 6§ = dx (seq3). Thus, using (rmerge3) we have 5Ik>€ =
Sa e = 5.
— if n is a™n' we have a*n’ Ik>€ =4, by (rmerge3).
— if n is a"n’ and h # k, we also have a"n/ be=0.

k
*n', we have a*n’ e = [—1]n’ by (rmerge2), on which we apply part 2 of

—ifnisa
the lemma. . i .
— if nis n'4+n”, we have (n'+n") e = n' Be+n" e by (rmerge5). Asl(n'),l[(n") <
[(n), we may apply the induction hypothesis, so there must be terms p’ and p” in
k k k
normal form such that n’ be = p’ and n” >e = p”. It follows that (n' 4+ n”) e =
/ /!
pEr k k
. . se rmerge k se
oifmisd: nbs L >(6z) "= ' d([1]n D—léllx) “ s,
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3
e if mis a™m’: by (rmergel) we obtain n >(a*m') = a+([1]nkl>—zlm’). By part 2 of the

lemma there exists a term n’ in normal form such that [1Jn = n’ and I(n) = [(n’). As

o . k+1 k+1 .
equality is a congruence we have [1]n am’ = n' > m'. Moreover, [(n') +1(m’') < 1, so,

. . . . k .
by induction, there exists a term p’ in normal form such that n’ B! = p'; it follows

k .
that n >atm’ = atp’, where a*p’ is in normal form.

k

o if m is a®m’, the proof is equal to the above one.

k k k
o if m is m’ +m”, by (rmerge6) we obtain n >(m’ + m”) = n>m' + n >m”, which by
induction can be brought in normal form.

. . . k . . k .
Following the same lines, we can bring n<dm in normal form. Finally, ntxm is brought
k
in normal form through an application of (merge), using the normalisation of n I>m and

k
ndm. [ |

Theorem 5.7 Let ¢t € T(X'). There exists then a term n in normal form such that
TkHt=n. ]

This theorem follows by induction from lemma 5.6. Due to the presence of axioms like
(rtom2), lemma 5.6 cannot be replaced by a simpler lemma, only obtaining head normal
forms, as in [1].

Lemma 5.8 Let n, m be closed terms in normal form. If n & m then 7 F n = m.

Proof. Standard (see [19]). n

Corollary 5.9 Let t,t' € T'(X'). If t &t/ then T Ht = 1" u

6 Concluding Remarks

In this section, we discuss some further issues. First we provide an alternative opera-
tional description of refinement which exploits the parallel composition operator (with
synchronisation allowed on a special end action e only). Then, we compare the various
approaches to the empty refinement (i.e. when the refining agent is properly terminated)
that appear in the literature. Finally, we comment on related work on other operational
versions of ST semantics and definitions of action refinement.

6.1 Coding Refinement with Parallel Composition

The operational description of action refinement and its axiomatisation we provide in
Sections 4 and 5 have the merits of being “context-free”, in the sense that these rules
and axioms can be “plugged in” in any other operational and axiomatic description of
a process algebra, provided that this algebra is equipped with choice and action-prefix
operators.

Anyway, it is easy to see that the merge operator is indeed a kind of parallel composi-
tion, preventing synchronisations between the refined agent and the refining one. Hence,
with the aim at minimising the number of rules and axioms, here we present an alternative
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description of action refinement which implements the merge through a slight modification

of parallel composition, using also the sequential composition operator. In the following,
k k k .
operators <, >3, B> and < are no longer used. On the other hand, we introduce a new

constant e, exploited to signal termination of the refining agent (not to be confused with
V/), and a new unary operator skip which “skips” the transitions labelled by e.

The idea consists in replacing the ending phase of the currently refined action with
the special action e, which will be added also at the end of the refining term. Then we
put in parallel the remaining part of the refined term with the refining one, preventing
any synchronisation on normal actions, but forcing the synchronisation on label e. Subse-
quently, the now “useless” e-labelled transitions are skipped via the new unary operator
skip. In the following, labels n and 6 range also over e. The rules for the new operators
are listed below:

(END) e e

xS
skip(z) SN skip(z')

(SKIP1) 0+ e

e [_ 110 B
(SKTP?) =o' [—1]a' =z

D

skip(z) — 2"

The rules for parallel composition are to be modified slightly in order to cope with the
new label e, which is always a synchronisation action (similarly to /). The other rules in
the original TSS are unchanged, except for the fact that now the variables n and 6 can
take also the value e. The three rules for refinement are now replaced by the two rules
below, where the second one covers also the case of empty refinement.

(REF1) v % z’ 044
zla ~ y] = 2'[a ~ y]
(rEFy) 2@ skip(=1(@le~ y]) [l ye) =y’

zla~s y] Sy

The delay rule remains the same, but function f is changed by substituting the end
action e for the ending phase of the refined action.

a” if h < |k| -1
fla" k) ={ e if h = —k

a9k} otherwise

Note that the value of f(a”, —h) is not significant in the preceding sections; if we would
have had an action e, we could just as well have defined f as above from the beginning.
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Also for the axiomatisation, all the axioms related to the dropped operators are re-
moved. Moreover, the axioms for the synchronisation merge take into account the fact
that e is a synchronisation action. Below the axioms for the new operators and for the
new definition of action refinement are reported, where now A can also take the value e.

(refl) (Az)la~y] = Mzla~y]) ifAX#at
(ref2)  (at)la~y] = skip(—1(ela~s y]) | ve)
(ref3) gla~yl = ¢

(refd) (z+y)la~ z] = z[a~ z]+ yla~ 2]
(skipl) skip(Az) = Askip(z) ifX#e
(skip2) skip(ex) = [—1]z

(skip3) skip(e) = ¢

(skipd) skip(x +y) = skip(z) + skip(y)

The reader can easily get convinced that this formulation is equivalent to the one of
Sections 4 and 5.

6.2 Empty Refinements

There exists no general agreement on what an empty refinement, i.e. the refinement of an
action into a successfully terminated process, should be. Our proposal differs from those
that already appeared in the literature.

In [11] an interpretation of the empty refinement is offered in the domain of prime
event structures, according to which events refined into the empty structure are simply
erased; a consequence of this decision is that the congruence result for ST bisimulation
semantics does not hold in this approach, as shown in [9]. Moreover they argue that
these forgetful refinements can drastically change the behaviour of concurrent systems
and can not be explained by a change in the level of abstraction at which these systems
are regarded [12]. In [7], the empty refinement is treated as if the refining agent were
deadlocked. The justification for this proposal is that empty refinement is an erroneous
step in the top-down development procedure. In this way, the congruence property is
kept. We could obtain the same result by skipping rule (REF3).

Now we introduce an example to illustrate the differences among these interpretations
of empty refinement. Let ¢t = (ab ||, (b+ ¢) || ¢d) |laa ad. In Figure 1 this expression
is depicted as an event structure. The densely dotted line indicates syntactic conflict, as
specified by the +-operator in ¢t. The sparsely dotted line indicates inherited or semantic
conflict: the events b and d cannot occur in the same run as ¢ is a prerequisite of d and
in (syntactic) conflict with b.

If we refine the action ¢ into ¢ in ¢, following the paradigm of [7], event ¢ is blocked
and the resulting system is equivalent to abd, corresponding with the ST transition sys-
tem in Figure 2a. If we, in the spirit of [11], simply erase event ¢ in a model of event
structures (such as flow event structures [4]) where semantic conflict is merely a matter of
interpretation, we would obtain a system that is equivalent to a(b||d), in which the conflict
between b and d is dropped. However, the forgetful refinements of [11, 9] are considered
on prime event structures [21], were semantic conflict has the same status as syntactic
conflict. Here the result is a(b+ d), corresponding to the ST transition system in Figure
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a_) b) C)

Figure 2: t[c ~ €] according to a) [7], b) [11] and c) [25]

2b. A reason to dislike this result is that the choice between b and d is made only after the
a occurred, whereas in the original system a commitment to do d could be made earlier
through the occurrence of ¢. Hence this notion of forgetful refinement can mask deadlock
behaviour of concurrent systems. In [25] the empty refinement is called ‘renaming into &’
and [a ~» ¢] is denoted e,y. His solution would yield a(b+ d) + ad, which better captures
the branching structure between the executions ab and ad. But [25] works in interleaving
semantics (and doesn’t consider other types of action refinement) and consequently his
solution cannot capture the fact that the choice between these executions can be made
at any moment during the execution of a. This is captured by the operational semantics
defined in Section 4. We obtain the transition system in Figure 3.

Figure 3: The ST transition system for ¢[c ~» ¢]| according to our rules.

As this transition system cannot be obtained as the image of an event structure, it
follows that event structures are not expressive enough for this type of empty refinement.



18

6.3 Related Work

In this section, we briefly describe some related work on alternative operational ST se-
mantics and on alternative operational definitions of action refinement.

Different Approaches to ST Semantics We restrict our attention to those proposals
for which ST-bisimulation semantics is defined as standard bisimulation on a transition
system labelled on suitable phases of actions.

In [2] Aceto and Hennessy study a finite process algebra equipped with a parallel
composition operator which does not permit synchronisation. For this simple language
they define, as we do here, a transition system labelled on action phases, where however
the endings are not provided with pointers. Standard bisimulation equivalence gives rise
to an equivalence relation called by the authors timed equivalence, which is also known
in the literature under the name of split; equivalence [9, 15]. Timed equivalence coincides
with ST-bisimulation equivalence because of the limited expressive power of the language
they investigate. An elegant equational characterisation of timed equivalence is provided.

An operational ST semantics for full CCS [20] is reported in [14] where the pointers
from endings to beginnings are “absolute”, i.e. the index k in «” indicates that the ending
refers to the k-th started action. This makes the definition of an operational semantics
much more involuted because there is the need of a global counter (states are pairs (¢, z),
where ¢ is a process term and z is a natural number) in order to implement the absolute
referencing, and rules must be specialised to beginnings and endings (hence, duplicated)
because only at beginnings pointers are increased. In this paper, no axiomatisation is
proposed and action refinement is not considered.

In [18], an operational semantics with “weak” transitions (i.e. transitions correspond-
ing to those of weak bisimulation [20]) for a CCS-like language is presented. However,
the transition system generated is infinitely-branching also for finite (i.e. recursion free)
agents. Moreover, the operational rules for parallel composition are context-dependent.
On this basis, a non-standard proof system is proposed, composed of conditional, context-
dependent equations. Also in this paper action refinement is not considered.

Other Operational Semantics for Action Refinement There are three papers deal-
ing with this problem, the first one working with timed semantics [2], the second one with
a causal semantics [7] and the last one with the even finer semantics of event isomorphism
[23].

In [2] an operational semantics in SOS style for the operator of action refinement —
zla ~ y] — is defined following tightly the inductive structure of the term z to which the
operator is applied. For instance, if + = x; + x5, then z[a ~ y| can do whatever z;[a ~ y]
and x3[a ~ y| are able to do. This definition is equivalent to making a complete syntactic
subsitution of the refining agent y for any occurrence of a in x before executing the agent.
(Compare the classic notion of the “dynamic” copy rule opposed to the static one for
the implementation of procedure calls.) This operational semantics, however, does not
scale easily to langauges which include communication and restriction; moreover, the basic
intuition of refinement in such a case is no longer in full agreement with the corresponding
operation on Event Structures.
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In [7] a causal operational semantics is introduced for action refinement in a finite
language which is very close to ours (the only difference is that we take ACP sequential
composition instead of CCS action prefixing). This work relies upon previous work [6],
where Darondeau and Degano prove that the inductive definition of action refinement
they propose on Causal Trees coincides with the one they propose on a special subclass
of Event Structures, called A-free. Our work owes some basic intuition to [7], which is
similar in spirit, except for the way the empty refinement is dealt with.

In [23] Rensink shows that action refinement can receive a simple operational treatment
when working with the very concrete semantics induced by event isomorphism. This
definition is proved to agree with a denotational operation of refinement defined over his
model of families of posets.

In our opinion, the main merit of our proposal w.r.t. the last two is that we (arguably)
use the “right” semantics, as ST-bisimulation equivalence has been proved to be the
coarsest congruence contained in interleaving bisimulation [24]. However, the other two
proposals define transition systems which are smaller because actions do not have to be
split in phases.
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